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Abstract

We prove the existence of weak solutions to the problem of the motion of one or several rigid bodies immersed in a non-Newtonian fluid of rheology more general then power-law. The nonlinear viscous term in the equation is described with help of a general convex function defining Orlicz spaces. The main ingredient of the proof is convergence of nonlinear term achieved with help of the pressure localisation method.
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1 Introduction

We want to investigate the mathematical properties of motion of one or several non-homogenous rigid bodies immersed in homogeneous incompressible viscous fluid which occupies bounded domain $\Omega \subset \mathbb{R}^3$. In particular we are interested in fluids which viscosity increases dramatically with increasing shear rate or applied stress, i.e. we want to consider shear thickening fluids, which can behaves like a solid when it encounters mechanical stress or shear. STF moves like a liquid until an object strikes or agitates it forcefully. Then, it hardens in a few milliseconds. This is the opposite of a shear-thinning fluid, like paint, which becomes thinner when it is agitated or shaken. The fluid is a colloid, consists of solid particles dispersed in a liquid (e.g. silica particles suspended in polyethylene glycol). The particles repel each other slightly, so they float easily throughout the liquid without clumping together or settling to the bottom. But the energy of a sudden impact overwhelms the repulsive forces between the particles – they stick together, forming masses called hydroclusters. When the energy from the impact dissipates, the particles begin to repel one another again. The hydroclusters fall apart, and the apparently solid substance reverts to a liquid.

Possible application for fluids with changeable viscosity appears in military armour. The so-called STF-fabric produced by simple impregnation process of e.g. Kevlar make it applicable to any high-performance fabric. The resulting material is

thin and flexible, and provides protection against the risk of needle, knife or bullet
contact that face police officers and medical personnel [8, 17].

Motivated by this significant shear thickening phenomenon we want to concentrate
on fluids with rheology more general then of a power-law type, see Málek et al. [28,
Chapter 1.], which are given by standard polynomial growth conditions for stress
tensor, i.e.

\[ |S(Du)| \leq c(1 + |Du|)^{p-1} \]

\[ S(Du) : Du \geq c|Du|^p, \quad (1) \]

where the viscous stress tensor \( S \) depends on the symmetric part of the velocity
gradient \( Du \),

\( Du = (\nabla_x u + \nabla_T^x u) / 2 \),

of the gradient of the velocity field \( u \). We want to investigate the processes where
growth is faster than polynomial. Therefore we formulate the growth conditions of
the stress tensor using quite general convex function \( M \) called the \( N \)-function (for
definition see Section 2). Now we are able to describe the effect of very rapidly
shear thickening fluids. For more references and existence result for fluid flow see
[23, 24, 38, 39]. We assume that viscous stress tensor \( S \) depends on the symmetric
part of the gradient of the velocity field \( u \) in the following way: \( S : \mathbb{R}^{3 \times 3}_{\text{sym}} \rightarrow \mathbb{R}^{3 \times 3}_{\text{sym}} \)
satisfies (\( \mathbb{R}^{3 \times 3}_{\text{sym}} \) stands for the space of \( 3 \times 3 \) symmetric matrices):

\[ S(0) = 0, \quad S = S(Du) \quad \text{is continuous,} \quad (2) \]

\[ (S(\xi) - S(\eta)) : (\xi - \eta) \geq 0 \quad \text{for all} \quad \xi \neq \eta, \quad \xi, \eta \in \mathbb{R}^{3 \times 3}_{\text{sym}} \quad (3) \]

and there exist a positive constant \( c \), an \( N \)-function \( M \) and \( M^* \) denotes the comple-
mentary function to \( M \) (the definitions appear in Section 2) such that for all \( \xi \in \mathbb{R}^{3 \times 3}_{\text{sym}} \)
and a.a. \( x \in \Omega \) it holds

\[ S(\xi) : \xi \geq c \{ M(|\xi|) + M^*(S(\xi)) \}. \quad (4) \]

Additionally we assume that the \( N \)-function \( M \) satisfy additional growth condition

\[ c_1 |\cdot|^p \leq M(\cdot) \leq c_2 \exp^{\frac{\beta}{1+\beta}}(\left|\cdot\right|) \quad \text{for} \quad p \geq 4, \quad \beta > 0 \quad (5) \]

where \( c_1, \ c_2 \) are some positive constants, the complementary function

\[ M^* \quad \text{satisfies} \quad \Delta_2 \quad \text{condition} \quad (6) \]

and

\[ M(\cdot |\cdot|^\frac{1}{p}) \quad \text{is convex.} \quad (7) \]

Our assumptions can capture shear dependent viscosity function which includes
power-low and Carreau-type models which are quite popular among rheologist, chem-
ical engineering, colloidal mechanics (see [27] for more references). Nevertheless we
want to investigate also more general constitutive relations like non-polynomial growth
\( S \approx |Du|^p \ln(1 + |Du|) \) \( (M(\tau) = \tau^p \log(\tau + 1) \) grows faster then \( \tau^p \) but slower

\( \text{then} \quad \tau^{p+\varepsilon} \quad \text{for all} \quad \varepsilon > 0 \).

We can observe that the case of stress tensors having convex potentials (addition-
ally vanishing at 0 and symmetric w.r.t. the origin) significantly simplifies verifying
the coercivity condition (4). For finding $N-$functions $M$ and $M^*$ we take an advantage of the following relation

$$M(|\xi|) + M^*(|\nabla M(|\xi|)|) = \xi \cdot \nabla M(|\xi|)$$  \hspace{1cm} (8)

holding for all $\xi \in \mathbb{R}^{3 \times 3}$, cf. [30]. This corresponds to the case when the Young inequality for $N-$functions becomes the equality. Then obviously the choice $M(|\xi|) = \int_0^{|\xi|} \mu(\alpha) \, d\alpha$ and if $S(\mathbf{D}u) = 2\mu(\mathbf{D}u) |\mathbf{D}u|$ provides that condition (4) is satisfied with a constant $c = 1$. For such chosen $M$ we only need to verify if the $N-$function-conditions, i.e. behaviour in/near zero and near infinity, are satisfied. The monotonicity (3) of $S$ follows from the convexity of the potential.

The appropriate spaces to capture such formulated problem are Orlicz spaces. For definitions and preliminaries of $N-$functions and Orlicz spaces see Section 2.

The motion of the body during and before the contacts with boundary of the domain $\Omega$ was studied by Starovoitov. In particular, the author gives us sufficient conditions which imply the impossibility of the collision with rigid object, see [34, Theorem 3.2.], i.e.:

**c1** the domain $\Omega \subset \mathbb{R}^3$ as well as the rigid bodies in its interior have boundaries of class $C^{1,1}$;

**c2** the $p-$th power of the velocity gradient is integrable, with $p \geq 4$.

Therefore any contact of rigid body with the boundary of domain or with other one or several rigid bodies does not occur. We need just to assume that it was not present in initial time and consider certain class of non-Newtonian fluids, where the contact can be eliminated by the phenomenon of shear-thickening.

In the following paper we want to investigate the motion of several rigid bodies in non-Newtonian incompressible fluid. To construct the solution we use penalization method developed by Hoffmann and Starovoitov [25], and San Martin et al. [31]. Which is based on idea of approximating rigid objects of the system by the fluid of very high viscosity becoming singular in limiting consideration. To avoid some technical difficulties we assume that fluid density is constant in the approximate “fluid” part (what differs our considerations form those in [31], where 2-D case of a newtonian fluid is investigated).

There are two main difficulties we have to face in the proof of the existence result, more precisely in sequential stability of the approximate solutions:

1. strong compactness of the approximate velocities on time space cylinder in $L^2$ space;
2. passing to the limit in nonlinear term - i.e. in viscous stress tensor by mean of monotonicity method.

To solve the first problem, similarly as San Martin et al. in [31], we use the Aubin-Lions argument applied to a suitable projection of the velocity field onto the “space of rigid velocities”. It is worth to notice that no-collision result by Starovoitov [34] significantly simplifies our analysis. Namely we are ensured that bodies do not penetrate each other and the boundary. We will notice that the distance between the bodies and boundary is always kept and any sharp cones appear in the fluid part.

The principal difficulty here is caused by the fact that we consider the problem in Orlicz space setting and we do not assume that the $\Delta_2$-condition is satisfied. From this reason we lose many facilitating properties.

An interesting obstacle here is the lack of the classical integration by parts formula, cf. [16, Section 4.1]. To extend it for the case of generalized Orlicz spaces we would
essentially need that $C^\infty$–functions are dense in $L_M(Q)$ and tensor structure of the Orlicz space. The first one only holds if $M$ satisfies $\Delta_2$–condition. In general also $L_M(Q) \neq L_M(0,T;L_M(\Omega))$, unless very strong assumption are satisfied. We recall the proposition from [7].

**Proposition 1.1** Let $I$ be the time interval and $\Omega \subset \mathbb{R}^d$, $M = M(\|\xi\|)$ an $N$–function, and $L_M(I \times \Omega), L_M(I;L_M(\Omega))$ the Orlicz spaces on $I \times \Omega$ and the vector valued Orlicz space on $I$ respectively. Then

$$L_M(I \times \Omega) = L_M(I;L_M(\Omega)),$$

if and only if there exist constants $k_0, k_1$ such that

$$k_0 M^{-1}(s) M^{-1}(r) \leq M^{-1}(sr) \leq k_1 M^{-1}(s) M^{-1}(r) \quad (9)$$

for every $s \geq 1/|I|$ and $r \geq 1/|\Omega|$.

One can conclude that (9) means that $M$ must be equivalent to some power $p$, $1 \leq p \leq \infty$ and surely (9) would provide $L_M(Q)$ to be separable and reflexive.

The latter problem, inherent to the theory of non-Newtonian fluid, we have to identify the nonlinear term on ‘fluid’ part of time space cylinder. Therefore the problem is more delicate as the monotonicity argument must be localised to the “fluid” part of the system. We take the idea of Wolf [37], localise the pressure and represent it as a sum of some regular and harmonic part. Following Feireisl et al. [12] we construct the pressure with help of Riesz transform which gives result more suitable for non-standard growth conditions and such an approach can be easily adapted to more general constitutive relations for $\mathbf{S}$. The main difference from any previous works in this direction is, due to nonstandard growth conditions, that we are in Orlicz settings. Beside difficulties mentioned above, the Riesz transform in general can be not well defined on Orlicz space to itself. If $M$ and $M^\ast$ do dot satisfy $\Delta_2$–condition it can happen that it is continuous from one Orlicz space to another one but to larger one. Therefore pressure localisation method seems to be more difficult.

We want to emphasise that we achieve the existence result for the problem of motion of rigid bodies in non-Newtonian fluids with non-polynomial growth conditions. Which allow as to consider situation of non-power-law fluids, where constitutive relation can be more general then (1) considered in [12].

Our main result, formulated below in Theorem 4.1, concerns the existence of weak solutions of the associated evolutionary system, where, in accordance with [34], collisions of two or more rigid objects do not appear in a finite time unless they were present initially, what considerably simplified analysis of the problem.

The paper is organised as follows: in Section 2 we introduce basic notion and definitions of Orlicz spaces. Some preliminary considerations, weak formulation, basic notion of investigated problem are summarised in Section 3. The main result is formulated in Section 4 as the Theorem 4.1. In Section 5 the reader can find some properties of Orlicz spaces, which we use in later considerations. The following sections contains the proof of the existence result. In Section 6 the approximate problem is introduce by replacing the bodies by the fluid of high viscosity. Section 7 contains the artificial viscosity limit. In Section 8, the previous arguments are recalled to provide the limit for the regularized velocity field.
2 Notation - Orlicz spaces

Definition 2.1 A function $M : \mathbb{R}_+ \to \mathbb{R}_+$ is said to be an $N$-function if it is a continuous real valued, non-negative, convex function, which has superlinear growth near zero and infinity, i.e., $\lim_{\tau \to 0} \frac{M(\tau)}{\tau} = 0$ and $\lim_{\tau \to \infty} \frac{M(\tau)}{\tau} = \infty$, and $M(\tau) = 0$ if and only if $\tau = 0$.

Definition 2.2 The complementary function $M^*$ to a function $M$ is defined by

$$M^*(\varsigma) = \sup_{\tau \in \mathbb{R}_+} (\tau \varsigma - M(\tau))$$

for $\varsigma \in \mathbb{R}_+$.

The complementary function $M^*$ is also an $N$-function. Let $\Omega$ be a bounded domain in $\mathbb{R}^3$ with the Lebesgue measure $dx$ then the Orlicz class $L_M(\Omega)$ is the set of all measurable functions $f : \Omega \to \mathbb{R}^d$ such that

$$\int_{\Omega} M(|f(x)|) \, dx < \infty,$$

where $d = 1, 3$ or $3 \times 3$. The Orlicz space $L_M(\Omega)$ is defined as the set of all measurable functions $f : \Omega \to \mathbb{R}^d$ which satisfy

$$\int_{\Omega} M(\lambda |f(x)|) \, dx \to 0 \quad \text{as} \quad \lambda \to 0.$$

The Orlicz space is a Banach space with respect to the Luxemburg norm

$$\|f\|_M = \inf \left\{ \lambda > 0 : \int_{\Omega} M\left(\frac{|f(x)|}{\lambda}\right) \, dx \leq 1 \right\}.$$

Let us denote by $E_M(\Omega)$ the closure of all measurable, bounded functions on $\Omega$ in $L_M(\Omega)$. Then the space $E_M$ is separable and the space $L_{M^*}(\Omega)$ is the dual space of $E_M(\Omega)$. It is easy to see that $E_M \subseteq L_M \subseteq L_M^*$.

We say that $M$ satisfies the $\Delta_{2}\text{--condition}$ if there exists a constant $c_M$ such that $M(2\tau) \leq c_M M(\tau)$ for all $\tau \in \mathbb{R}_+$. It is well known that $L_M$ is separable and reflexive if and only if $M$ satisfies $\Delta_2$-condition, see [19].

The sequence $\{f^j\}_{j=1}^{\infty}$ converges modularly to $f$ in $L_M(\Omega)$ if there exists $\lambda > 0$ such that

$$\int_{\Omega} M\left(\frac{|f^j - f|}{\lambda}\right) \, dx \to 0 \quad \text{as} \quad j \to \infty.$$

We will write $f^j \text{M} \to f$ for the modular convergence in $L_M(\Omega)$.

In the paper Orlicz spaces are considered also on the time-space cylinder $Q = (0, T) \times \Omega$ with the Lebesgue measure $dx \, dt$. More information about properties of Orlicz spaces can be found e.g. in [19].

3 Preliminaries, weak formulation

In our investigation by $D(\Omega)$ we mean the set of $C^\infty$-functions with compact support contained in $\Omega$. Moreover, by $L^p, W^{1,p}$ we mean the standard Lebesgue and Sobolev spaces respectively. By $p'$ we mean the conjugate exponent to $p$, namely $\frac{1}{p} + \frac{1}{p'} = 1.$
If \( X \) is a Banach space, then the symbols \( L^p(0, T; X) \) stands for standard Bochner spaces.

We will use \( C_{\text{weak}}([0, T]; L^2(\Omega)) \) to denote the space of functions \( u \in L^\infty(0, T; L^2(\Omega)) \) which satisfy \((u(t), \varphi) \in C([0, T]) \) for all \( \varphi \in L^2(\Omega) \). By \((a, b)\) we mean \( \int_0^t a(x) \cdot b(x) \, dx \).

Namely, we state the following problem: let \( \Omega \subset \mathbb{R}^3 \) be an open bounded domain with a sufficiently smooth boundary \( \partial \Omega \), occupied by an incompressible fluid containing rigid bodies. Each rigid body in the considered system is identified with the connected subset of Euclidian space \( \mathbb{R}^3 \). The initial position of the rigid bodies is given through a family of domains

\[
S_i \subset \mathbb{R}^3, \; i = 1, \ldots, n,
\]

which are diffeomorphic to the unit ball in \( \mathbb{R}^3 \). To avoid additional difficulties the boundaries of all rigid bodies are supposed to be sufficiently regular, namely there exists \( \delta_0 > 0 \) such that for any \( x \in \partial S_i \), there are two closed balls \( B^{\text{int}}, B^{\text{ext}} \) of the radius \( \delta_0 \) such that

\[
x \in B^{\text{int}} \cap B^{\text{ext}}, \; B^{\text{int}} \subset \overline{S}_i, \; B^{\text{ext}} \subset \mathbb{R}^3 \setminus S_i
\]

(10)

The same assumption concerns considered physical space \( \Omega \subset \mathbb{R}^3 \), occupied by the fluid and containing all rigid bodies. Specifically, it is supposed be a bounded domain such that for any \( x \in \partial \Omega \), there are two closed balls \( B^{\text{int}}, B^{\text{ext}} \) of the radius \( \delta_0 \) such that

\[
x \in B^{\text{int}} \cap B^{\text{ext}}, \; B^{\text{int}} \subset \overline{\Omega}, \; B^{\text{ext}} \subset \mathbb{R}^3 \setminus \Omega.
\]

(11)

The motion of the rigid body \( S_i \) is represented by the associated mapping \( \eta_i \)

\[
\eta_i = \eta_i(t, x), \; t \in [0, T], \; x \in \mathbb{R}^3, \; \eta_i(t, \cdot) : \mathbb{R}^3 \to \mathbb{R}^3 \text{ is an isometry for all } t \in [0, T)
\]

and \( \eta_i(0, x) = x \) for all \( x \in \mathbb{R}^3, \; i = 1, \ldots, n. \)

Therefore, the position of the body \( S_i \) at a time \( t \in [0, T) \) is given the following through formula

\[
S_i(t) = \eta_i(t, S_i), \; i = 1, \ldots, n.
\]

(12)

In the above terms we introduce domains \( Q^f \) and \( Q^s \) respectively as a fluid and a rigid part of the time-space cylinder in the following way:

\[
Q^s := \bigcup_{i=1,\ldots,n} \{(t,x) \mid t \in [0,T], x \in \overline{S}_i(t)\}, \quad Q^f := Q \setminus Q^s.
\]

In the present work the concept of weak solutions is based on the Eulerian reference system and on a class of test functions which depend on the position of the rigid bodies. This idea was introduced by Judakov [26] (see also Desjardins and Esteban [4, 5], Galdi [20, 21], Hoffmann and Starovoitov [25], San Martin et al. [31], Serre [32]). Let us denote the velocity field of the system by \( u : Q \to \mathbb{R}^3 \) and introduce decomposition for a fluid and a rigid velocity as follows

\[
u^f = u \text{ on } Q^f \quad \text{and} \quad u^s = u \text{ on } Q^s.
\]

In our consideration we assume non-slip boundary conditions for the velocity on all surfaces and the velocity of the fluid on the boundary of each rigid body \( S_i \) \((i = 1, \ldots, n)\) is supposed to coincide with the velocity of rigid object. Namely

\[
u^f(t,x) = 0 \text{ on } \partial \Omega \text{ and } \nu^f(t,x) = u^s(t,x) \text{ on } \partial S_i(t) \text{ for all } t \in [0,T].
\]
To be more precise, if we consider the mass density \( \rho = \rho(t, x) \) and the velocity field \( u = u(t, x) \) at a time \( t \in (0, T) \) and the spatial position \( x \in \Omega \), then those functions satisfy the following integral identities

\[
\int_0^T \int_\Omega \left( \rho \partial_t \phi + \rho u \cdot \nabla_x \phi \right) \, dx dt = - \int_\Omega \rho_0 \phi \, dx
\]  
(13)

for any test function \( \phi \in C^1([0, T) \times \bar{\Omega}), \) and

\[
\int_0^T \int_\Omega \left( \phi u \cdot \partial_t \phi + \phi u \otimes u : \mathcal{D} \phi - S : \mathcal{D} \phi \right) \, dx dt = - \int_0^T \int_\Omega \phi \nabla_x F \cdot \phi \, dx dt - \int_\Omega \rho_0 u_0 \cdot \phi \, dx
\]  
(14)

for any test function \( \phi \in C^1_c([0, T) \times \bar{\Omega}; \mathbb{R}^3), \)

\[
\phi(t, \cdot) \in [\mathcal{RM}](t),
\]  
(15)

which is associated with position of rigid bodies, i.e.

\[
[\mathcal{RM}](t) = \{ \phi \in C^1_c(\Omega; \mathbb{R}^3) : \text{div}_x \phi = 0 \text{ in } \Omega,
\]
\[
\mathbb{D} \phi \text{ has compact support on } \Omega \setminus \bigcup_{i=1}^n S_i(t) \}\}
\]  
(16)

Where the symbol \( S \) denotes the viscous stress tensor determined through (2 - 7), \( \nabla_x F \) is a given potential driving force, and \( \rho_0, u_0 \) stand for the initial distribution of the density and the velocity, respectively.

In order to close the system we have to specify the relation between the velocity \( u \) and the motion of solids given by isometries \( \eta_i \). This can be formulated as follows. As the mappings \( \eta_i(t, \cdot) \) are isometries on \( \mathbb{R}^3 \), they can be written in the form

\[
\eta_i(t, x) = x_i(t) + \mathbf{O}_i(t)x,
\]

where \( \mathbf{O}_i(t) \in SO(3) \) (i.e. it is a matrix satisfying \( \mathbf{O}_i^T \mathbf{O}_i = \text{Id} \)). The position \( x_i(t) \) denotes the position of the center of mass of \( S_i \) at a time \( t \) and

\[
x_i(t) = \frac{1}{m_i} \int_{S_i(t)} \rho_{S_i}(t, x) x \, dx,
\]

where

\[
m_i = \int_{S_i(t)} \rho_{S_i}(t, x) \, dx
\]

is the total mass of \( i \)th rigid body of a mass density \( \rho_{S_i} \). We say that velocity field \( u \) is compatible with the family of motions \( \{ \eta_1, \ldots, \eta_n \} \) if

\[
u(t, x) = u^{S_i}(t, x) = U_i(t) + Q_i(t)(x - x_i(t)) \text{ for a.a. } x \in \overline{S_i(t)}, \ i = 1, \ldots, n
\]  
(17)

for a.a. \( t \in [0, T) \), where \( u^{S_i} \) is solid velocity, \( U_i(t) \) denotes the translation velocity and \( Q \) - the angular velocity of the body s.t.

\[
\frac{d}{dt} x_i(t) = U_i(t), \quad \left( \frac{d}{dt} \mathbf{O}_i(t) \right) \mathbf{O}_i^T(t) = Q_i(t) \text{ a.a. on } (0, T).
\]  
(18)
4 Main result

Let us formulate now our main existence result.

**Theorem 4.1** Let $\Omega$ be a bounded domain in $\mathbb{R}^3$ and following assumption be satisfied:

- The initial position of the rigid bodies is given through a family of open sets
  
  $S_i \subset \Omega \subset \mathbb{R}^3$, $S_i$ diffeomorphic to the unit ball for $i = 1, \ldots, n$,

  where both $\partial S_i$, $i = 1, \ldots, n$, and $\partial \Omega$ belong to the regularity class specified by (10), (11).

- $\text{dist}[S_i, S_j] > 0$ for $i \neq j$, $\text{dist}[S_i, \mathbb{R}^3 \setminus \Omega] > 0$ for any $i, j = 1, \ldots, n$.

- The viscous stress tensor $\mathbf{S}$ satisfy hypotheses (2 - 4).

- The $N$–function $M$ satisfies conditions (5 - 7) with $p \geq 4$ and the complementary function $M^\ast$ to $M$ satisfies $\Delta_2$–condition.

- The given forces $F \in W^{1,\infty}(\Omega)$.

- The initial distribution of the density is given as
  
  $\rho_0 = \begin{cases} 
  \rho_f = \text{const} > 0 \text{ in } \Omega \setminus \bigcup_{i=1}^{n} \overline{S_i}, \\
  \rho_{S_i} \text{ on } S_i, \text{ where } \rho_{S_i} \in L^\infty(\Omega), \text{ ess inf}_{S_i} \rho_{S_i} > 0, \ i = 1, \ldots, n, 
  \end{cases}$

  while an initial velocity field $\mathbf{u}_0$ satisfies

  $\mathbf{u}_0 \in L^2(\Omega; \mathbb{R}^3)$, $\text{div}_x \mathbf{u}_0 = 0$ in $\mathcal{D}'(\Omega)$, $\mathbf{D}\mathbf{u}_0 = 0$ in $\mathcal{D}'(S_i; \mathbb{R}^{3\times3})$ for $i = 1, \ldots, n$.

Then there exist a density function $\rho$,

$\rho \in C([0,T]; L^1(\Omega))$, $0 < \text{ess inf}_{\Omega} \rho(t, \cdot) \leq \text{ess sup}_{\Omega} \rho(t, \cdot) < \infty$ for all $t \in [0, T]$,

a family of isometries $\{\eta_i(t, \cdot)\}_{i=1}^{n}$, $\eta_i(0, \cdot) = \text{Id}$, and a velocity field $\mathbf{u}$,

$\mathbf{u} \in L^\infty(0,T; L^2(\Omega; \mathbb{R}^3)) \cap L^p(0,T; W_0^{1,p}(\Omega; \mathbb{R}^3))$, $\mathbf{D}\mathbf{u} \in L_M(\overline{Q}; \mathbb{R}^{3\times3})$,

compatible with $\{\eta_i\}_{i=1}^{n}$ in the sense specified in (17), (18), such that $\rho$, $\mathbf{u}$ satisfy the integral identity (13) for any test function $\varphi \in C^1([0,T) \times \overline{\Omega})$, and the integral identity (14) for any $\varphi$ satisfying (15), (16).

The aim of this paper is to prove the Theorem 4.1.
5 Properties of Orlicz spaces

In this section we collect some properties of Orlicz spaces used within the proof of Theorem 4.1.

**Lemma 5.1** Let $\Omega$ be a bounded domain and $M$ be an $N$–function s.t. $M(\langle |\cdot| \rangle^{1/p})$ is convex. Let $f(t,x) \in L_M((0,T) \times \Omega)$, i.e. $\|f\|_{M,\Omega} < \infty$, then $f \in L_M(0,T;L^p(\Omega))$, i.e.

\[ \|f\|_{L_M(0,T;L^p(\Omega))} := \inf \left\{ \lambda > 0 : \int_0^T M\left( \frac{\|f(t,\cdot)\|_{L^p(\Omega)}}{\lambda} \right) \, dt \leq 1 \right\} < \infty \]

**Proof:** If $f \in L_M((0,T) \times \Omega)$, then there exists $0 \leq \lambda < \infty$ such that

\[ \int_0^T \int_\Omega M\left( \frac{|f(t,x)|}{\lambda} \right) \, dx \, dt \leq 1. \]

Employing the Jensen inequality, using the non-negativity, the convexity of $M$ and $M(\langle |\cdot| \rangle^{1/p})$, and that $M(0) = 0$ we infer the following

\[ \int_0^T M\left( \frac{1}{\lambda} \left( \int_\Omega |f(t,x)|^p \, dx \right)^{\frac{1}{p}} \right) \, dt = \int_0^T M\left( \frac{\|\Omega\|^{\frac{1}{p}} \int_\Omega |f(t,x)|^p \, dx}{\lambda} \right) \, dt \]

\[ \leq \frac{1}{\|\Omega\|} \int_0^T \int_\Omega M\left( \frac{|f(t,x)|}{\lambda} \right) \, dx \, dt \leq \frac{1}{\|\Omega\|} \int_0^T \int_\Omega M\left( \frac{\|\Omega\|^{\frac{1}{p}} |f(t,x)|^p}{\lambda} \right) \, dx \, dt \]

\[ = \frac{1}{\|\Omega\|} \int_0^T \int_\Omega M\left( \frac{|f(t,x)|}{\lambda} \right) \, dx \, dt < 1. \]

(19)

Since $M(\langle |\cdot| \rangle^{1/p})$ is convex and $f \in L_M((0,T) \times \Omega)$, we notice that $f \in L^p((0,T) \times \Omega)$, hence $f \in L^p(0,T;L^p(\Omega))$. Consequently $t \rightarrow f(t,x)$ is measurable and hence we obtain bochner measurability. Therefore we obtain the statement and $f \in L_M(0,T;L^p(\Omega))$.

Now we want to introduce the Riesz transform in an Orlicz space, which will be used later as a tool in the local pressure method.

Let $\beta, \gamma \in (0,\infty)$ and $\tau \in [0,\infty)$. Let us denote by $L_{\tau}^{\log^\beta}(\Omega)$ the Orlicz space associated with the $\mathcal{N}$–function $M(\tau) = \tau(\log(\tau + 1))^\beta$ and by $L_{\tau}^{(\gamma)}(\Omega)$ the Orlicz space associated with the $\mathcal{N}$–function of the form $M(\tau) = \exp(\tau^\gamma)$ for sufficiently large $\tau$. Note it holds that $L_{\tau}^{\log^\beta}(\Omega) = E_{\tau}^{\log^\beta}(\Omega)$ and

\[ (E_{\tau}^{(\gamma)}(\Omega))^* = L_{\tau}^{\log^{1/\gamma}}(\Omega) \quad \text{and} \quad (L_{\tau}^{\log^{\beta}}(\Omega))^* = L_{\tau^{(1/\beta)}}(\Omega), \]

see [19].

Let $R_{i,j}$ stands for "double” Riesz transform of an integrable function $g$ on $\mathbb{R}^3$, which can be given by a Fourier transform $\mathcal{F}$ as

\[ R_{i,j}[g] = \mathcal{F}^{-1} \left[ \frac{\xi_i \xi_j}{|\xi|^2} \right] \mathcal{F}[g] = \nabla \cdot \nabla \Delta^{-1} g, \quad i,j = 1,2,3, \quad (20) \]
where

\[
\Delta^{-1} g(x) = \mathcal{F}^{-1} \left( \frac{-1}{|\xi|^2} \right) \mathcal{F}[g] = \int_{\mathbb{R}^3} \frac{g(y)}{|x-y|} \, dy.
\]

**Lemma 5.2** Let \( \Omega \) be a bounded domain, let \( b : \mathbb{R}^3 \to \mathbb{R} \) be a multiplier, \( \alpha \) be a multi-index such that \(|\alpha| \leq 2 \) and

\[
|\xi|^{|\alpha|} |D^\alpha b(e)| \leq C < \infty.
\]

Then for any \( \beta > 0 \) there exists a constant \( c(\beta) \) such that for all \( g \in L_{r \log^{\beta+1}}(\Omega) \)

\[
\| (\mathcal{F}^{-1} b \mathcal{F}) [g] \|_{r \log^{\beta}} \leq c(\beta) \| g \|_{r \log^{\beta+1}}
\]

where \( g \) is prolonged to be 0 on \( \mathbb{R}^3 \setminus \Omega \).

**Proof:** The standard Mikhlin multiplier theorem (see e.g. [2, Chapter 6]) provides that the \( \mathcal{F}^{-1} b \mathcal{F} \) is bounded as a mapping

\[
\mathcal{F}^{-1} b \mathcal{F} : L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3) \quad \text{and} \quad \mathcal{F}^{-1} b \mathcal{F} : L^1(\mathbb{R}^3) \to L^{1,\infty}(\mathbb{R}^3),
\]

where \( L^{1,\infty} \) stands for a Lorenz space\(^1\). Employing the result from [22, Theorem B.2] (see also [3]) we conclude that there exists a constant \( c(\beta) \) such that (21) is satisfied. \( \square \)

**Corollary 5.1** Let \( \Omega \) be a bounded domain, then for any \( \beta > 0 \) and \( g \in L_{r \log^{\beta+1}}(\Omega) \)

\[
\| \mathcal{R}_{i,j} [g] \|_{r \log^{\beta}} \leq c(\beta) \| g \|_{r \log^{\beta+1}}.
\]

Proofs of properties stated below the reader can find in [23, 24]. Here \( d \in \{1, 3, 3 \times 3 \} \).

**Lemma 5.3** Let \( z^j : Q \to \mathbb{R}^d \) be a measurable sequence. Then \( z^j \xrightarrow{M} z \) in \( L_M(Q; \mathbb{R}^d) \) modularly if and only if \( z^j \to z \) in measure and there exists some \( \lambda > 0 \) such that the sequence \( \{ M(|\lambda z^j|) \} \) is uniformly integrable, i.e.,

\[
\lim_{R \to \infty} \left( \sup_{j \in \mathbb{N}} \int_{\{t, x \in Q: M(|\lambda z^j|) \geq R \}} M(|\lambda z^j|) \, dx \, dt \right) = 0.
\]

**Lemma 5.4** Let \( M \) be an \( \mathcal{N} \)-function and for all \( j \in \mathbb{N} \) let \( \int_Q M(|z^j|) \, dx \, dt \leq c \), where \( z^j : Q \to \mathbb{R}^d \). Then the sequence \( \{ z^j \} \) is uniformly integrable in \( L^1(Q; \mathbb{R}^d) \).

**Proposition 5.1** Let \( M \) be an \( \mathcal{N} \)-function and \( M^* \) its complementary function. Suppose that the sequences \( \psi^j : Q \to \mathbb{R}^d \) and \( \phi^j : Q \to \mathbb{R}^d \) are uniformly bounded in \( L_M(Q; \mathbb{R}^d) \) and \( L_{M^*}(Q; \mathbb{R}^d) \) respectively. Moreover \( \psi^j \xrightarrow{M} \psi \) modularly in \( L_M(Q; \mathbb{R}^d) \) and \( \phi^j \xrightarrow{M} \phi \) modularly in \( L_{M^*}(Q; \mathbb{R}^d) \). Then \( \psi^j \cdot \phi^j \to \psi \cdot \phi \) strongly in \( L^1(Q) \).

\(^1\)i.e. \( g \in L^{1,\infty} \) iff \( \sup_{\sigma} \sigma m(\sigma, g) < \infty \), where \( m(\sigma, g) = \{ x : |g(x)| > \sigma \} \)
Proposition 5.2 Let $\sigma$ be a standard mollifier, i.e., $\sigma \in C^\infty(\mathbb{R})$, $\sigma$ has a compact support and $\int_\mathbb{R} \sigma(\tau) d\tau = 1, \sigma(t) = \sigma(-t)$. We define $\sigma_h(t) = j \sigma(t/h)$. Moreover let $\ast$ denote a convolution in the variable $t$. Then for any function $\psi : Q \to \mathbb{R}^d$ such that $\psi \in L^1(Q; \mathbb{R}^d)$ it holds

$$(\sigma^j \ast \psi)(t, x) \to \psi(t, x) \text{ in measure.}$$

Moreover for given an $N$–function $M$ and a function $\psi : Q \to \mathbb{R}^d$ such that $\psi \in L^1_M(Q; \mathbb{R}^d)$, then the sequence $\{M(x, \varrho \ast \psi)\}$ is uniformly integrable.

Remark: Let $M$ be any $N$–function. If $f \in L^1_M(\mathbb{R}^3)$, then $\|f\|_{L_M(\mathbb{R}^3)}$.

\[
\|f\|_{L_M(\mathbb{R}^3)} = \inf \left\{ \lambda > 0 : \int_{\mathbb{R}^3} M \left( \frac{f}{\lambda} \right) \mathbb{1}_B \, dx \leq 1 \right\} = \inf \left\{ \lambda > 0 : \int_{\mathbb{R}^3} M \left( \frac{f}{\lambda} \right) \, dx \leq 1 \right\} \leq \inf \left\{ \lambda > 0 : \int_{\mathbb{R}^3} M \left( \frac{f}{\lambda} \right) \, dx \leq 1 \right\} = \|f\|_{L_M(\mathbb{R}^3)},
\]

where the inequality is provided by non-negativity of $M$.

6 Approximate problem

The first steep of the proof is is to approximate the rigid objects by a fluid of a very high viscosity. For this reason we introduce a penalization problem. As $\Omega$ is bounded, we can assume that $\Omega \subset [-L, L]^3$ for a certain $L > 0$ and consider system (23 - 26) on the spatial torus

$T = \left[(-L, L)\right]^3.$

Then all quantities are assumed to be spatially periodic with the period $2L$, in particular we extend initial velocity field $u_0$ by 0 outside of $\Omega$ and density by $\varrho_f$ - constant density of the fluid. We also extend the outer force in such way that $F \in W^{1,\infty}(T)$.

The construction of weak solutions is based on a two-level approximation scheme that consists in solving the system of equations:

\[
\begin{align*}
\partial_t \rho + \text{div}_x (\rho[u]_\delta) &= 0, \quad (23) \\
\partial_t (\rho u) + \text{div}_x (\rho u \otimes [u]_\delta) + \nabla_x P &= \text{div}_x ([\mu_\varepsilon]_\delta S) + \rho \nabla_x F - \chi_\varepsilon u, \quad (24) \\
\partial_t \mu_\varepsilon + \text{div}_x (\mu_\varepsilon [u]_\delta) &= 0, \quad (25) \\
\text{div}_x u &= 0, \quad (26)
\end{align*}
\]

where $P$ is scalar function denoting the pressure. Moreover we regularise the vector field in (23) and (23) with standard regularizing kernel. Namely for $\delta$ such that $\delta < \delta_0$ ($\delta_0$ is as in Section 3)

$[u]_\delta = \omega_\delta \ast u$

stands for a spatial convolution with

\[
\omega_\delta(x) = \frac{1}{\delta^3} \omega \left( \frac{|x|}{\delta} \right), \quad (27)
\]
where \( \omega \in C^\infty(T) \), \( \text{supp} \omega \subset B(0, 1) \),

\[
\omega(x) > 0 \text{ for } x \in B(0, 1), \quad \omega(x) = \omega(-x), \quad \int_{B(0, 1)} \omega(x) \, dx = 1.
\]

The system (23 - 26) is supplemented with the initial conditions

\[
0 < \rho_0(0, \cdot) = \rho_{0, \delta} = \rho_f + \sum_{i=1}^{n} \rho_{S_i, \delta}, \tag{28}
\]

where

\[
\rho_{0, \delta} \rightarrow \rho_0 \text{ strongly in } L^1(T) \quad \text{as } \delta \rightarrow 0
\]

and

\[
\rho_{S_i} \in D(S_i), \quad \rho_{S_i, \delta}(x) = 0 \text{ whenever } \text{dist}[x, \partial S_i] < \delta_0, \quad \text{for } i = 1, \ldots, n. \tag{29}
\]

Similarly, we prescribe \( \varepsilon \)-dependent artificial "viscosity" \( \mu : (0, T) \times T \rightarrow \mathbb{R} \) with initial data given by

\[
\mu(0, \cdot) = \mu_{0, \varepsilon} = 1 + \frac{1}{\varepsilon} \sum_{i=1}^{n} \mu_{S_i}, \tag{30}
\]

where

\[
\mu_{S_i} \in D(S_i), \quad \mu_{S_i}(x) = 0 \text{ whenever } \text{dist}[x, \partial S_i] < \delta,
\]

\[
\mu_{S_i}(x) > 0 \text{ for } x \in S_i, \quad \text{dist}[x, \partial S_i] > \delta \quad \text{for } i = 1, \ldots, n. \tag{31}
\]

The "viscosity" \( \mu \) can be identified as the penalization introduced by Hoffmann and Starovoitov [25] and San Martin et al. [31], where the rigid bodies are replaced by the fluid of high viscosity becoming singular for \( \varepsilon \rightarrow 0 \).

Furthermore, we penalize also the region out of the set \( \Omega \) and we take

\[
\chi_{\varepsilon} = \frac{1}{\varepsilon} \chi, \quad \chi \in D(T), \quad \chi > 0 \text{ on } T \setminus \Omega, \quad \chi = 0 \text{ in } \overline{\Omega}. \tag{32}
\]

The parameters \( \varepsilon \) and \( \delta \) are small positive numbers. In above formulation, the extra parameter \( \delta_0 > \delta > 0 \) has been introduced to keep the density constant in the approximate fluid region in order to construct the local pressure.

For fixed \( \varepsilon > 0 \) and \( \delta > 0 \), we report the following existence result that can be proved by means of monotonicity argument for nonreflexive spaces (for the existence result without regularization of velocity field see [39] and for partial results in the Sobolev space setting see Frehse et al. [13, 15] and in the Orlicz space setting Gwiazda et al. [23, 24] and Wróblewsa [38]):

**Proposition 6.1** Suppose that \( p \geq 4 \). Let the initial distribution of \( \rho, \mu \) be given through (28 - 31), with fixed \( \varepsilon > 0, \delta_0 > \delta > 0 \). Moreover, assume that

\[
u(0, \cdot) = u_0, \quad x \in T, \quad u_0 \in L^2(T; \mathbb{R}^3), \quad \text{div}_x u_0 = 0 \text{ in } D'(T; \mathbb{R}^3), \tag{33}
\]

and \( \chi_{\varepsilon}, F \in C^\infty(T) \), where \( \chi_{\varepsilon} \) is determined by (32).

Then problem (23 - 26), supplemented with the initial data (28 - 31), possesses a (weak) solution \( \rho, \mu, u \) belonging to the class

\[
\rho, \mu \in W^{1, \infty}([0, T]; C^1(T)), \quad u \in L^\infty(0, T; L^2(T; \mathbb{R}^3)) \cap L^p(0, T; W^{1, p}(T; \mathbb{R}^3)), \quad Du \in L_M(Q; \mathbb{R}^{3 \times 3}).
\]
In addition, the solution satisfies the energy inequality

\[
\int_{T} \frac{1}{2} \rho |u|^2(z) \, dx + \int_{s}^{z} \int_{T} |\mu_\varepsilon| \delta \nabla xu \cdot dx \, dt + \int_{s}^{z} \int_{T} \chi_\varepsilon |u|^2 \, dx \, dt \\
\leq \int_{T} \frac{1}{2} \rho |u|^2(s) \, dx + \int_{s}^{z} \int_{T} \rho \nabla xF \cdot u \, dx \, dt
\]

(34)

for a.a. \(0 \leq s < z \leq T\) including \(s = 0\).

The weak formulation of the equation (24) is represented by the integral identity

\[
\int_{0}^{T} \int_{T} p u \cdot \partial_t \varphi + \rho (u \otimes [u]_\delta) : \nabla x \varphi \, dx \, dt = \int_{0}^{T} \int_{T} \rho \nabla xF \cdot \varphi \, dx \, dt - \int_{0}^{T} \int_{T} \chi_\varepsilon u \cdot \varphi \, dx \, dt
\]

(35)

which is satisfied for any test function \(\varphi \in D([0,T) \times \mathbb{R}^3); \text{div}_x \varphi = 0\).

Using continuity equation (23) and (4), the Young and the Sobolev inequality, the condition (5) we easily deduce also that following inequality is satisfied

\[
\int_{T} \frac{1}{2} \rho |u|^2(z) \, dx + \int_{s}^{z} \int_{T} c_c |\mu_\varepsilon| \delta M^*(S) \, dx \, dt + \int_{s}^{z} \int_{T} c_c (|\mu_\varepsilon| \delta - \frac{1}{2}) M(Du) \, dx \, dt \\
+ \int_{s}^{z} \int_{T} \chi_\varepsilon |u|^2 \, dx \, dt \leq C(F, u_0, \varrho_0)
\]

(36)

for a.a. \(0 \leq z \leq T\).

Let us notice that due to method of characteristic applied to (25), the artificial "viscosity" \(\mu_\varepsilon \geq 1\) on \([0,T] \times T\). Hence the l.h.s. of (36) is nonnegative.

7 Artificial viscosity limit

7.1 Notation

For a family \(\{S_i\}_{i=1}^{n}\) of precompact subsets of \(\Omega\), we denote

\[
d[\bigcup_{i=1}^{n} S_i] = \inf \left\{ \inf_{i,j=1,\ldots,n, i \neq j} \text{dist}[S_i, S_j], \inf_{i=1,\ldots,n} \text{dist}[S_i, \partial \Omega] \right\}.
\]

(37)

We define a signed distance to the boundary of a subset \(S\) of \(\Omega\) by

\[
db_S(x) = \text{dist}[x, \mathbb{R}^3 \setminus S] - \text{dist}[x, S].
\]

We say that a sequence of sets \(S_n\) converges to \(S\) in the sense of boundaries and denote it by \(S_n \xrightarrow{b} S\), if

\[
db_{S_n}(x) \to db_S(x) \text{ uniformly for } x \text{ belonging to compact subsets of } \mathbb{R}^3.
\]

(38)
In similar way as San Martin et al. [31] and Feireisl et al. [12], we introduce \( S_\delta \) called the \( \delta \)-kernel and \( [S_\delta] \) - the \( \delta \)-neighbourhood of the set \( S \), i.e.:

\[
[S_\delta] = \text{d}b^{-1}_S((\delta, \infty)), \quad [S_\delta] = \text{d}b^{-1}_S((-\delta, \infty)).
\]  

Moreover, we define for \( k \leq 0 \)

\[
V^{k,p} = \text{closure}_{W^{k,p}(\Omega;\mathbb{R}^3)} \{ v \in \mathcal{D}(\Omega;\mathbb{R}^3) : \div_x v = 0 \},
\]

and

\[
K^{k,p}(S) = \{ v \in V^{k,p} : \text{D}v = 0 \text{ in } \mathcal{D}'(S;\mathbb{R}^3) \},
\]

where \( S \) is an open subset of \( \Omega \).

7.2 Uniform estimates and the continuity equation

Let us denote \( \{\varrho_\varepsilon, \mu_\varepsilon, u_\varepsilon\}_{\varepsilon > 0} \) the family of approximate solutions associated with the problem (23 - 31). For the brevity of the notation we omit the dependence of this sequence on \( \delta \). The existence of such family of solutions is assured by Proposition 6.1. In first step we fix \( \delta > 0 \) and identify the limit for \( \varepsilon \to 0 \). The limit for \( \delta \) will be shown in Section 8.

At first we show briefly how behaves the continuity equation (23) as \( \varepsilon \to 0 \). As we noticed already, the method of characteristics applied to (25) gives us that \( \mu_\varepsilon \geq 1 \). Hence following the estimates (36) we infer that

\[
\int_{(0,T) \times T} M(\text{D}u_\varepsilon) \, dx \, dt \leq c
\]

and with assumption (5) this gives

\[
\int_{(0,T) \times T} |\text{D}u_\varepsilon|^p \, dx \, dt \leq c.
\]

Let us notice that the estimate (36) provides that

\[
\int_{\Omega} \int_{T \setminus \Omega} |u| \, dx \, dt \leq c.
\]

Without loosing of generality we can assume that \( |T \setminus \Omega| > 0 \), therefore employing general version of the Korn inequality (see [14, Theorem 10.16]) we obtain

\[
\|u_\varepsilon\|_{L^p(0,T;W^{1,p}(T;\mathbb{R}^3))} \leq c
\]

By the Alaoglu-Banach theorem we infer that for subsequence

\[
u_\varepsilon \rightharpoonup u \text{ weakly in } L^p(0,T;W^{1,p}(T;\mathbb{R}^3))
\]

and additionally \( \div_x u = 0 \text{ a.e. on } (0,T) \times T \). Next, regularized sequence \( \{[u_\varepsilon]_\delta\}_{\varepsilon > 0} \) satisfies

\[
[u_\varepsilon]_\delta \rightharpoonup [u]_\delta \text{ weakly-(*) in } L^p(0,T;W^{1,\infty}(T;\mathbb{R}^3)) \text{ and } \div_x [u]_\delta = 0.
\]
Furthermore, employing (32) together with (34), we infer
\[ u = 0 \text{ a.a. in the set } (0, T) \times (T \setminus \Omega). \] (44)
Since \( \Omega \) is regular (see (11)), we get in the sense of traces
\[ u|_{\partial \Omega} = 0 \]
and therefore
\[ u \in L^p(0, T; V^{1,p}), \]
we mean here \( u|_{(0, T) \times \Omega} \).

Let us recall now the stability result for solutions to the transport equation obtained in [11, Proposition 5.1]:

**Proposition 7.1** Let \( v_n = v_n(t, x) \) be a sequence of vector fields such that
\[ \{v_n\}_{n=1}^\infty \text{ is bounded in } L^2(0, T; W^{1,\infty}(\mathbb{R}^3; \mathbb{R}^3)). \]
Let \( \eta_n(t, \cdot) : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) be the solution operator corresponding to the family of characteristic curves generated by \( v_n \), i.e.
\[ \frac{\partial}{\partial t} \eta_n(t, x) = v_n(t, \eta_n(t, x)), \quad \eta_n(0, x) = x \text{ for every } x \in \mathbb{R}^3. \]
Then passing to subsequences, as the case may be,
\[ v_n \rightharpoonup v \text{ weakly-(*) in } L^2(0, T; W^{1,\infty}(\Omega; \mathbb{R}^3)) \]
and
\[ \eta_n(t, \cdot) \rightarrow \eta(t, \cdot) \text{ in } C_{\text{loc}}(\mathbb{R}^3) \text{ uniformly for } t \in [0, T] \]
as \( n \rightarrow \infty \), where \( \eta \) is the unique solution of
\[ \frac{\partial}{\partial t} \eta(t, x) = v(t, \eta(t, x)), \quad \eta(0, x) = x, \quad x \in \mathbb{R}^3. \]

In addition, let \( S_n \subset \mathbb{R}^3 \) be the sequence of sets s.t. \( S_n \uparrow S \) and let us define \( \eta_n(t, S_n) \equiv S_n(t) \). Then
\[ S_n(t) \rightharpoonup S(t) \] (45)
with \( S(t) \equiv \eta(t, S) \), meaning \( \text{db} S_n(t) \rightarrow \text{db} S(t) \) in \( C_{\text{loc}}(\mathbb{R}^3) \) uniformly with respect to \( t \in [0, T] \).

Now let us notice that \( \{\varrho_{\varepsilon}\}_{\varepsilon>0} \) solve the transport equation (23) with regular transport coefficients, then we can use Proposition 7.1 and (43) conclude that
\[ \varrho_{\varepsilon} \rightarrow \varrho \text{ in } C([0, T] \times \mathcal{T}). \] (46)
Moreover due to method of characteristic for all \( t \in [0, T] \)
\[ \inf_{x \in \mathcal{T}} \varrho_{0,\delta} \leq \inf_{x \in \mathcal{T}} \varrho_{\varepsilon}(t, x) \leq \sup_{x \in \mathcal{T}} \varrho_{\varepsilon}(t, x) \leq \sup_{x \in \mathcal{T}} \varrho_{0,\delta}, \] (47)
and
\[ \inf_{x \in \mathcal{T}} \varrho_{0,\delta} \leq \inf_{x \in \mathcal{T}} \varrho(t, x) \leq \sup_{x \in \mathcal{T}} \varrho(t, x) \leq \sup_{x \in \mathcal{T}} \varrho_{0,\delta}. \] (48)
Employing once more the inequality (34) we obtain

\[ u_\varepsilon \overset{*}{\rightharpoonup} u \text{ weakly-(*) in } L^\infty(0,T;L^2(T;\mathbb{R}^3)) \text{ as } \varepsilon \to 0. \]  

(49)

Using a strong-weak argument together with (43), (46) we obtain, that the limit density \( \rho \) satisfies the equation of continuity in a weak sense

\[ \partial_t \rho + \operatorname{div}_x(\rho [u]_{\delta}) = 0 \text{ in } (0,T) \times T \]  

(50)

provided \( \rho \) has been extended to by \( \rho_f \) outside of \( \Omega \). Once more, according to Proposition 7.1 and assumption (29) we notice that the density is constant in the approximation of the fluid region, i.e.

\[ \rho = \rho_f \text{ on the set } \left( (0,T) \times \Omega \right) \setminus \cup_{t \in [0,T]} \cup_{i=1}^{n} \eta(t,[S_i]_{\delta}), \]  

(51)

where \([S_i]_{\delta}\) is the \( \delta \)-kernel (see Section 7.1) and \( \eta \) is a solution of

\[ \partial_t \eta(t,x) = [u]_{\delta}(t,\eta(t,x)), \quad \eta(0,x) = x. \]  

(52)

7.3 Position of the rigid bodies

Next we identify the position of rigid bodies.

Let us remark as in [31] that if \( u \) is a rigid velocity field in set \( S \), then \([u]_{\delta} = u \) for all \( x \) in \( S \) for which \( \Delta_b_S(x) > \delta \).

The replacement of \( u_\varepsilon \) by \([u]_{\delta} \) in (25) allows to obtain better results on characteristics of transport equations. Moreover, we are able to obtain a rigid motion as \( \varepsilon \to 0 \), without passing to the limit w.r.t. \( \delta \) due to above remark.

Here we follow [12] and just for convenience of the reader we recall briefly some of the steps.

Step 1: First let us recall that \([\cdot]_{\delta}, [\cdot]_{\omega} \) denote respectively \( \delta \)-neighbourhood and \( \omega \)-kernel defined in (39). We notice that the kernels \([S_i]_{\omega}\) and their images \( \eta(t,[S_i]_{\omega}) \) are non-empty connected open sets since 0 < \( \delta < \omega < \frac{\delta_0}{2} \) (\( \delta_0 \) has been introduced in (10)).

Directly from the hypothesis (30) and (31) we infer

\[ \mu_\varepsilon(0,x) \to \infty \text{ as } \varepsilon \to 0 \text{ uniformly for } x \in [S_i]_{\omega}, \ i = 1, \ldots, n, \ \omega > \omega' > \delta. \]  

(53)

Since \( \eta_\varepsilon \) is determined as the unique solution (due to regularity of \([u_\varepsilon]_{\delta} \)) of the problem

\[ \partial_t \eta_\varepsilon(t,x) = [u_\varepsilon]_{\delta}(t,\eta_\varepsilon(t,x)), \quad \eta_\varepsilon(0,x) = x, \]  

(54)

(53) provides that

\[ \mu_\varepsilon(t,x) \to \infty \text{ uniformly for } t \in [0,T], \ x \in \eta_\varepsilon(t,[S_i]_{\omega}), \ i = 1, \ldots, n. \]  

(55)

According to (45) in Proposition 7.1

\[ \eta(t,[S_i]_{\omega}) \subset \eta_\varepsilon(t,[S_i]_{\omega'}) \]  

for sufficiently small \( \varepsilon > 0 \) and for \( \delta_0/2 > \omega > \omega' > \delta. \)  

(56)

Hence from (55) we deduce

\[ \mu_\varepsilon(t,x) \to \infty \text{ as } \varepsilon \to 0 \text{ uniformly for } t \in [0,T], \ x \in \eta(t,[S_i]_{\omega}), \ \text{for } i = 1, \ldots, n. \]  

(57)
Therefore we infer that

\[ [\mu_\varepsilon]_\delta \to \infty \]

uniformly on compact subsets of

\[ \{ t \in [0,T], \ x \in \eta(t,[S_i]_\omega) \}_\delta, \ i = 1, \ldots, n. \]

Consequently, we deduce from the estimate (36) that

\[ \mathbf{Du}_\varepsilon \to \mathbf{Du} = 0 \ a.a. \ on \ the \ set \ \cup_{t \in [0,T]} \cup_{i=1}^n \eta(t,[S_i]_\omega) \delta \ for \ any \ \omega > \delta, \]  

(58)

where \( \eta \) is determined by (52).

**Step 2:** Using now (58) we deduce that the limit velocity \( \mathbf{u} \) coincides with a rigid velocity field \( \mathbf{u}^{S_i} \) on the \( \delta \)-neighbourhood of each of the sets \( \eta(t,[S_i]_\omega) \), where \( \omega > \delta, \ i = 1, \ldots, n. \) Since the rigid velocity fields coincide with their regularization, namely \( [\mathbf{u}^{S_i}]_\delta = \mathbf{u}^{S_i} \), we conclude that

\[ \mathbf{u}(t,x) = \mathbf{u}^{S_i}(t,x) = [\mathbf{u}]_{\delta}(t,x) \ for \ t \in [0,T], \ x \in \eta(t,[S_i]_\delta), \ i = 1, \ldots, n. \]  

(59)

Accordingly, by (52), (59) we infer existence a family of isometries \( \eta_i(t,\cdot), t \in [0,T], i = 1, \ldots, n, \eta(0,\cdot) = \mathbf{Id} \), such that

\[ \eta_i(t,[S_i]_\delta) = \eta(t,[S_i]_\delta) \ for \ all \ t \in [0,T], \ i = 1, \ldots, n. \]  

(60)

Moreover by (58) the mappings \( \{ \eta_i \}_{i=1}^n \) are compatible with the velocity field \( \mathbf{u} \) and with the rigid bodies \( \{ S_i \}_{i=1}^n \) in the sense stated in (17), (18). In particular, hypothesis (51), (59) and the assumption \( \theta_f = \text{const} \) provide that (50) reduces to

\[ \partial_t q + \text{div}_x(\varrho \mathbf{u}) = 0 \ in \ (0,T) \times \mathcal{T}. \]  

(61)

**Step 3:** Now we concentrate on momentum equation. Since \( \eta_i \) for \( i = 1, \ldots, n \) are isometries, (60) implies

\[ \eta_i(t,[S_i]_\delta)_\delta = \eta_i(t,S_i), \ i = 1, \ldots, n. \]

Hence \( [\mu_\varepsilon]_\delta \) converges uniformly locally to 1 in the complementary \( \cup_{i=1}^n \overline{S_i}(t) \) for any \( t \in [0,T] \). According to estimates (36) and properties of regularization we notice that

\[ \mathbf{u}_\varepsilon \otimes [\mathbf{u}_\varepsilon]_\delta \to \mathbf{u} \otimes [\mathbf{u}]_\delta \ weakly \ in \ L^2(0,T;L^2(\Omega;\mathbb{R}^3)). \]  

(62)

Together with (46) and by a weak-strong argument we obtain

\[ \varrho_\varepsilon \mathbf{u}_\varepsilon \otimes [\mathbf{u}_\varepsilon]_\delta \to \varrho \mathbf{u} \otimes [\mathbf{u}]_\delta \ weakly \ in \ L^2(0,T;L^2(\Omega;\mathbb{R}^3)). \]  

(63)

Employing again the estimate (36) and recalling that \( \mu_\varepsilon \leq 1 \ in \ [0,T] \times \mathcal{T} \) we infer

\[ \mathbf{S}_\varepsilon \to \mathbf{S} \ weakly-(*) \ in \ L_{M^*}(Q;\mathbb{R}^{3 \times 3}) \ for \ any \ t \in [0,T], \]  

(64)

due to properties of \( \mathcal{N} \)-function \( M \) (convexity and superlinear growth) the Dunford-Pettis lemma provides

\[ \mathbf{S}_\varepsilon \to \mathbf{S} \ weakly \ in \ L^1([0,T] \times \mathcal{T};\mathbb{R}^{3 \times 3}) \]  

(65)

Moreover by (46), (48) and (49) we infer

\[ \varrho_\varepsilon \mathbf{u}_\varepsilon \to \varrho \mathbf{u} \ weakly-(*) \ in \ L^\infty(0,T;L^2(\mathcal{T};\mathbb{R}^3)). \]  

(66)
Finally letting \( \varepsilon \to 0 \) in the momentum equation (35) we deduce that
\[
\int_0^T \int_{\Omega} \rho u \cdot \partial_t \varphi + \rho \frac{u}{|u|} : \nabla_x \varphi \, dx dt
= \int_0^T \int_{\Omega} \mathbf{F} \cdot \partial_t \varphi \, dx dt - \int_0^T \int_{\Omega} \rho \nabla_x \mathbf{F} : \varphi \, dx dt - \int_0^T \int_{\Omega} \rho \partial_t \mathbf{u}_0 \cdot \varphi(0,\cdot) \, dx
\]
for any test function \( \varphi \in C^1([0,T) \times \Omega) \), \( \varphi(t,\cdot) \in [\mathcal{R} M](t) \), where \([\mathcal{R} M](t)\) is defined by (16) with
\[
S_i(t) = \eta_i(t, S_i), \quad i = 1, \ldots, n.
\]

### 7.4 Convergence of the velocities

Our next goal is to identify the weak limit in (62), namely we want to show that
\[
u_\varepsilon \to \nu \quad \text{in} \quad L^2(0, T; L^2(\Omega; \mathbb{R}^3)).
\]

Let us notice that due (42) and the Sobolev imbedding theorem we obtain desired convergence in space but there is still possibility for oscillations of the velocity fields \( \{\nu_\varepsilon\}_{\varepsilon > 0} \) in time.

As it was already pointed out, according to the result obtained by Starovoitov [34, Theorem 3.1], the collisions of two rigid objects do not appear. It is provided by the fact we consider the fluid which is incompressible and the velocity gradients are assumed bounded in the Lebesgue space \( L^p \), with \( p \geq 4 \). Originally in [34] this statement was proven only for one body in a bounded domain, but it is easy to observe that this result can be extended to the case of several bodies (what is also mentioned in [34]). Hence we infer
\[
d[\bigcup_{i=1}^n S_i(t)] = d(t) > 0 \quad \text{uniformly for} \quad t \in [0, T],
\]
(69)
where \( d \) is defined in Section 7.1. Setting \( \nu^\varepsilon_i(t) = \eta_\varepsilon(t, S_i) \) (see (54)) and according to Proposition 7.1 we have
\[
d[\bigcup_{i=1}^n \nu^\varepsilon_i(t)] = d_\varepsilon \to d \quad \text{in} \quad C[0, T].
\]

Since the contacts of rigid bodies or bodies with boundary do not occur to prove compactness of the sequence \( \{\nu_\varepsilon\}_{\varepsilon > 0} \), we can use the same method as in [31, 12].

Since
\[
\nu^\varepsilon_i(t) \rightharpoonup S_i(t) \quad \text{uniformly with respect to} \quad t \in [0, T], \quad i = 1, \ldots, n,
\]
we obtain, for any fixed \( \sigma > 0 \), and all \( \varepsilon < \varepsilon_0(\sigma) \) small enough
\[
S_i(t) \subset \bigcup_{i=1}^n \nu^\varepsilon_i(t) \subset \bigcup_{i=1}^n S_i(t) \subset \bigcup_{i=1}^n S_i(t) \quad \text{for all} \quad t \in [0, T], \quad i = 1, \ldots, n.
\]

Let us now recall the following result of Fereisl et al. [12], where also the proof can be found.

**Lemma 7.1** Given a family of smooth open sets \( \{S_i\}_{i=1}^n \subset \Omega \), \( 0 < k < 1/2 \), there exists a function \( h : (0, \sigma_0) \to \mathbb{R}^+ \) s.t. \( h(\sigma) \to 0 \) when \( \sigma \to 0 \) and for arbitrary \( \nu \in V^{1,p} \):
\[
\left\| \nu - P^k \left( \bigcup_{i=1}^n S_i \sigma \right) \nu \right\|_{W^{1,k}(\Omega; \mathbb{R}^3)} \leq c \left( \left\| D(\nu) \right\|_{L^2(\bigcup_{i=1}^n S_i; \mathbb{R}^{3 \times 3})} + h(\sigma) \right\| \nu \|_{W^{1,p}(\Omega; \mathbb{R}^3)}
\]
with constant \( 0 < c < \infty \). Moreover, \( h \) and \( c \) are independent of the position of \( S_i \) inside \( \Omega \) as long as \( d[\bigcup_{i=1}^n S_i] > 2\sigma_0 \).
The projection $P^k$ is defined in Section 7.1.

Next using the local-in-time Aubin-Lions argument we show the following

**Lemma 7.2**  For all $\sigma > 0$ sufficiently small, and $0 < k < 1/2$, we have

$$\lim_{\varepsilon \to 0} \int_{0}^{T} \int_{\Omega} \varrho_x u_x \cdot P^k \left( \cup_{i=1}^{n} S_i(t)[\sigma] \right) u_x \, dx \, dt = \int_{0}^{T} \int_{\Omega} \varrho u \cdot P^k \left( \cup_{i=1}^{n} S_i(t)[\sigma] \right) u \, dx \, dt.$$ 

The idea of the proof follows [12, 31].

**Proof:** Let us fix $\sigma > 0$. According to (71) there exists $\varepsilon_0(\sigma)$ such that for all $\varepsilon < \varepsilon_0$ holds

$$\cup_{i=1}^{n} S_i(t) \subset \cup_{i=1}^{n} S_i^{T}(t)[\sigma/4], \cup_{i=1}^{n} S_i^{T}(t) \subset \cup_{i=1}^{n} S_i(t)[\sigma/4] \text{ for all } t \in [0, T].$$

If we set instead of the sequence $\{v_n\}$ the sequence $\{u_x\}_{x > 0}$ with $u_x \in L^\infty(0, T; L^2)$ we notice that $\eta_x$ is Lipshitz continuos. Hence we can infer from the Proposition 7.1 that there exists $\tau > 0$ (dependent on $\sigma$) and subdivision of the time interval $0 < \tau < 2\tau < ... < J\tau = T$ such that for arbitrary $t \in I_j := [j\tau, (j+1)\tau]$ we have:

$$\cup_{i=1}^{n} S_i(t) \subset \cup_{i=1}^{n} S_i(j\tau)[\sigma/4], \cup_{i=1}^{n} S_i(j\tau) \subset \cup_{i=1}^{n} S_i(t)[\sigma/4].$$ (73)

To be more precise, if we take $Lip$ as a Lipshitz constant of the function $t \to \eta(t, x)$, then there exist $\tau < \sigma/(2Lip)$ which satisfies (73).

Our goal now is to infer from the momentum equation (35) that

$$P^0 \left( \cup_{i=1}^{n} S_i(t)[\sigma] \right) [\varrho_x u_x] \text{ is precompact in } L^2(I_j; [K^{k, 2}(\cup_{i=1}^{n} S_i(j\tau)[\sigma/2]) \cap V^s]^{\ast}).$$ (74)

for any $k < 1$ and $s > \frac{5}{2}$ (then $W^{s-1, 2} \subset L^\infty$).

First, let us fix one of the intervals $I_m, j = 1, \ldots, J$ and in momentum equation let us take as a test function $\xi_x$ which is equal to zero if $t \notin I_m$ and such that

$$\xi_x \in K^{1, 2} \left( \cup_{i=1}^{n} S_i(j\tau)[\sigma/2] \right) \cap V^s \text{ for all } t \in I_j.$$ Using estimates (36) we deduce from momentum equation that

$$\left| \int_{I_m} \int_{\Omega} \varrho_x u_x \partial_x \xi \, dx \, dt \right| \leq C \|\xi\|_{L^\infty(I_j; W^{s-1, 2})}$$ for all $\varepsilon > \varepsilon_0$

According to above relation we infer that

$$\{\partial_x P^0 \left( \cup_{i=1}^{n} S_i(t)[\sigma] \right) [\varrho_x u_x] \}_{\varepsilon > 0} \text{ is bounded in } L^1(I_j; [K^{k, 2}(\cup_{i=1}^{n} S_i(j\tau)[\sigma/2]) \cap V^s]^{\ast}).$$

Moreover, since $\varrho_x u_x$ is bounded also in $L^2(I_m \times T)$, then the sequence

$$\{P^0 \left( \cup_{i=1}^{n} S_i(t)[\sigma] \right) [\varrho_x u_x] \}_{\varepsilon > 0} \text{ is bounded in } L^2(I_j; K^{0, 2} \left( \cup_{i=1}^{n} S_i(j\tau)[\sigma/2] \right)).$$

Since the inclusion

$$K^{0, 2} \left( \cup_{i=1}^{n} S_i(j\tau)[\sigma/2] \right) \subset \left[ K^{k, 2}(\cup_{i=1}^{n} S_i(j\tau)[\sigma/2]) \right]^{\ast} \text{ is compact for } 0 < k < 1,$$

the Aubin-Lions argument provides that the sequence

$$\{P^0 \left( \cup_{i=1}^{n} S_i(t)[\sigma] \right) [\varrho_x u_x] \}_{\varepsilon > 0} \text{ is precompact in } L^2(I_j; \left[ K^{k, 2}(\cup_{i=1}^{n} S_i(j\tau)[\sigma/2]) \right]^{\ast}).$$
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Furthermore by (66) we have that
\[ P^0 \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [\partial_x u_x] \to P^0 \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [\partial_t u] \]  
(75)
strongly in \( L^2(I_J; [K^{k,2} \left( \bigcup_{i=1}^{n_i} S_i(j\tau) \right) \right]^*) \) for \( 0 < k < 1 \).

The relation (73) provides
\[ P^0 \left( \bigcup_{i=1}^{n_i} |S_i(j\tau)|_{\sigma} \right) P^k \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [\sigma] = P^k \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [\sigma] \]  
(76)
for all \( t \in I_J \) and \( 0 < k < 1 \). Since \( P^0 \left( \bigcup_{i=1}^{n_i} S_i(j\tau) \right) \) is self-adjoint in \( L^2(\Omega) \) and by
\[
\int_{I_J} \int_{\Omega} \partial_x u_x \cdot P^k \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [u_x] \, dx \, dt \\
= \int_{I_J} \int_{\Omega} P^0 \left( \bigcup_{i=1}^{n_i} S_i(j\tau) \right) [\partial_x u_x] \cdot P^k \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [u_x] \, dx \, dt \\
= \int_{I_J} \int_{\Omega} P^0 \left( \bigcup_{i=1}^{n_i} S_i(j\tau) \right) [\partial_x u_x] \cdot P^k \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [u_x] \, dx \, dt \]  
(77)
Then by (75) we get
\[
\lim_{\varepsilon \to 0} \int_{I_J} \int_{\Omega} (\partial_x u_x, P^k \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [u_x])_{L^2(\Omega)} \, dt \\
= \int_{I_J} \int_{\Omega} (P^0 \left( \bigcup_{i=1}^{n_i} S_i(j\tau) \right) [\partial_x u_x], P^k \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [u_x])_{L^2(\Omega)} \, dt \\
= \int_{I_J} \left( \partial_t \mathbf{\tilde{u}}, P^k \left( \bigcup_{i=1}^{n_i} S_i(t) \right) [\mathbf{u}] \right)_{L^2(\Omega)} \, dt \]  
(78)
Summing up the relation as above from \( j = 1 \) to \( j = J \) we obtain desired conclusion of Lemma 7.2

Combining Lemmas 7.1 and Lemma 7.2 we deduce
\[
\lim_{\varepsilon \to 0} \int_{0}^{T} \int_{\Omega} \partial_x |u_x|^2 \, dx \, dt = \int_{0}^{T} \int_{\Omega} \partial_t |u|^2 \, dx \, dt \]  
(79)
what can be shown exactly step by step as in [12, Section 5.2] or [29, Section 6.1]. Therefore we achieve the conclusion (68).

Indeed, for a fixed \( k \in (0, 1/2) \) and for sufficiently small \( \varepsilon > 0, \sigma > 0 \) we set
\[
\int_{0}^{T} \int_{\Omega} \left( \partial_x |u_x|^2 - \partial_t |u|^2 \right) \, dx \, dt = I_1^\varepsilon(\sigma) + I_2(\sigma) - I_3^\varepsilon(\sigma), \\
\]  
where
\[
I_1^\varepsilon(\sigma) = \int_{0}^{T} \int_{\Omega} \left( \partial_x u_x \cdot P^k \left( \bigcup_{i=1}^{n_i} S(t) \right) [u_x] - \partial u \cdot P^k \left( \bigcup_{i=1}^{n_i} S(t) \right) [u] \right) \, dx \, dt \\
I_2(\sigma) = \int_{0}^{T} \int_{\Omega} \partial u \cdot \left( P^k \left( \bigcup_{i=1}^{n_i} S(t) \right) [u] - u \right) \, dx \, dt, \\
\]  
and
\[
I_3^\varepsilon(\sigma) = \int_{0}^{T} \int_{\Omega} \partial_x u_x \cdot \left( P^k \left( \bigcup_{i=1}^{n_i} S(t) \right) [u_x] - u_x \right) \, dx \, dt. \\
\]  

Next let us notice that Lemma 7.2 provides
\[ \lim_{\varepsilon \to 0} I_1^1(\sigma) = 0 \text{ for all } \sigma \text{ sufficiently small.} \]

As \( u \in L^2(0,T;K^{k,p}(\bigcup_{i=1}^n S_i(t))) \) by Lemma 7.1 we infer
\[ \int_0^T \int_\Omega \| P^k \left( \bigcup_{i=1}^n S_i(t) \right) [u] - u \|^2 \, dx \, dt \leq h(\sigma)^2 \int_0^T \int_\Omega \| u \|_{L^2(\Omega;\mathbb{R}^3)}^2 \, dx \, dt; \]
provided that there is no contacts of two bodies or of s body and the boundary of the set \( \Omega \). Therefore we obtain
\[ I_2(\sigma) \to 0 \text{ as } \sigma \to 0 \]
Recalling that \( \{ \varrho \varphi u \varepsilon \}_{\varepsilon > 0} \) is bounded in \( L^\infty(0,T;L^2(\Omega;\mathbb{R}^3)) \), we have
\[ I_2^\varepsilon(\sigma) \leq c \int_0^T \| P^k \left( \bigcup_{i=1}^n S_i(t) \right) [u \varepsilon] - u \varepsilon \|_{W^{k,2}(\Omega;\mathbb{R}^3)}^2 \, dt. \]
Since \( |S_i(t)[\varepsilon] \subset S_i^\varepsilon(t) |_{2 \sigma} \) we obtain also
\[ I_2^\varepsilon(\sigma) \leq c \int_0^T \| (P^k \left( \bigcup_{i=1}^n S_i^\varepsilon(t) \right) [u \varepsilon] - u \varepsilon \|_{W^{k,2}(\Omega;\mathbb{R}^3)}^2 \, dt. \]
for \( \varepsilon > 0 \) sufficiently small. Applying again Lemma 7.1, with \( u \varepsilon(t,\cdot) \) for arbitrary \( t \in [0,T] \) and \( \varepsilon > 0 \) sufficiently small we have that
\[ \int_0^T \| (P^k \left( \bigcup_{i=1}^n S_i^\varepsilon(t) \right) [u \varepsilon] - u \varepsilon \|_{W^{k,2}(\Omega;\mathbb{R}^3)}^2 \, dt \leq c \left( \sum_{i=1}^n \int_0^T \int_{S_i} |D u \varepsilon|^2 \, dx \, dt \right) + cT h(2\sigma). \]
The first term on the right hand side converges to zero as \( D u \varepsilon \to 0 \) on \( \bigcup_{i=1}^n S_i(t) \) and a.a. \( t \in [0,T] \), and \( \{ D u \varepsilon \}_{\varepsilon > 0} \) is uniformly integrable in \( L^2(Q) \) since (41) holds. Finally if we pass to the limit with \( \varepsilon \to 0 \) and we obtain that
\[ \limsup_{\varepsilon \to \infty} I^\varepsilon(\sigma) \leq C(T)h(2\sigma) + I_2(\sigma) \]
whenever \( \sigma \) is small enough. Letting \( \sigma \to 0 \) we achieve the relation (79).

### 7.5 Convergence in nonlinear viscous term

Our main goal now is to prove convergence in the nonlinear viscous term in the 'fluid' part of the time-space cylinder \((0,T) \times \Omega\). As \( \mu = 1 \) on the fluid part and boundaries \( S_\mu \to S \), we can choose for a sufficient small epsilon small cylinders contained in the fluid part of the time space cylinder \( Q_f \). Thus in order to obtain this result we consider the equation (35) on the set \( I \times B \) such that \( I \subset (0,T) \) is a time interval and a spatial ball \( |B| \leq 1 \) and \( B \subset \Omega \setminus \bigcup_{i=1}^n S_i(t) \) for \( t \in I \). By (51) we can assume that \( \varrho = \varrho_f \) in \( I \times B \). In particular, we have
\[ \int_0^T \int_\Omega \varrho_f u \varepsilon \cdot \partial_\mu \varphi + (\varrho_f u \varepsilon \otimes [u \varepsilon]_\delta - S(D u \varepsilon)) : \nabla \varphi \, dx \, dt = 0 \]
for any \( \varphi \in \mathcal{D}(I \times B;\mathbb{R}^3) \), \( \text{div}_x \varphi = 0 \).
We cannot test the above equation with function with non-zero support on $Q^*$, as neither the penalizing term $\mu_S(Du_e)$ nor $\mu_p Du_e$ can be controlled. At this stage of our investigation, the problem must be localised in the fluid part separately from the rigid bodies. Therefore we introduce a “local” pressure

$$p = p_{\text{reg}} + \partial_0 \text{pharm}, \quad (81)$$

where $p_{\text{reg}}$ enjoys the same regularity properties as the sum of the convective and the viscous terms in case of power-law fluids (see [12]), while $\text{pharm}$ is a harmonic function. If the tensor $S$ satisfies only conditions (2)-(4) and an $N$-function $M$ does not satisfies the $\Delta_2-$condition, then the regularity of $p_{\text{reg}}$ can be lower then regularity of the viscous term, what in fact makes the problem different from any previous considerations in this field.

The concept of local pressure was developed by Wolf [37, Theorem 2.6]. However our construction is based on Riesz transform as in [12] and it is more suitable for application to problems with non-standard growth conditions.

We start with formulation of following lemma:

**Lemma 7.3** Let $B \subset \mathbb{R}^3$ be a bounded domain with a regular $C^3$ boundary and $I = (t_0, t_1)$ be a time interval. Let $N-$functions $m^*(\tau) = \tau \log^{\beta+1}(\tau + 1)$ for some $\beta > 0$ and $m'(\tau) = \tau \log^{2}(\tau + 1)$ for $\tau \in \mathbb{R}_+$. Moreover let $M^*$ be an $N-$function such that $c_1 m^*(\tau) \leq M^*(\tau) \leq c_2 |\tau|^{2}$ for some positive constants $c_1, c_2$. Assume that $U \in L^\infty(I; L^2(B; \mathbb{R}^3))$, div$_x U = 0$, and $T \in L^M(I \times B; \mathbb{R}^{3 \times 3})$ satisfy the integral identity

$$\int_I \int_B \left( U \cdot \partial_t \varphi + T : \nabla_x \varphi \right) dxdt = 0 \quad (82)$$

for all $\varphi \in \mathcal{D}(I \times B; \mathbb{R}^3)$, div$_x \varphi = 0$.

Then there exist two functions

$$p_{\text{reg}} \in L^1(I; L^{m'}(B)),$$

$$p_{\text{pharm}}(t, \cdot) \in \mathcal{D}'(B), \quad \Delta_x p_{\text{pharm}} = 0 \text{ in } \mathcal{D}'(I \times B), \quad \int_B p_{\text{pharm}}(t, \cdot) dx = 0$$

satisfying

$$\int_B \left( U \cdot \partial_t \varphi + T : \nabla_x \varphi \right) dxdt = \int_I \int_B \left( p_{\text{pharm}} \partial_t \text{div}_x \varphi + p_{\text{reg}} \text{div}_x \varphi \right) dxdt \quad (83)$$

for any $\varphi \in \mathcal{D}(I \times B; \mathbb{R}^3)$. Additionally,

$$\|p_{\text{reg}}\|_{L^1(I; L^{m'}(B))} \leq c(m') \|T\|_{L^M(I \times B; \mathbb{R}^{3 \times 3})} \quad (84)$$

and

$$p(t, \cdot)|_{B'} \in C^\infty(B'), \text{ where } B' \subset B, \quad (85)$$

$$\|p_{\text{pharm}}\|_{L^\infty(I; L^1(B))} \leq c(m', I, B) \left( \|T\|_{L^M(I \times B; \mathbb{R}^{3 \times 3})} + \|U\|_{L^\infty(I; L^2(B; \mathbb{R}^3))} \right) \quad (86)$$

**Proof:** To begin with, the “regular” component of the pressure $p_{\text{reg}}$ is identified as

$$p_{\text{reg}}(t, \cdot) = \mathcal{R} : \mathcal{T} = \sum_{i,j=1}^{3} R_{i,j}[T_{i,j}](t, \cdot) \text{ in } \mathbb{R}^3 \text{ for a.a. } t \in I,$$
where $\mathcal{R}$ denotes the "double" Riesz transform (see (20)) and $\mathbf{T} = [T_{i,j}]_{i=1,2,3; j=1,2,3}$ has been extended to be zero outside $B$. Using (22) we obtain that the mappings

$$\mathcal{R}_{i,j}|_B : L_{m^*}(B) \to L_{m^*}(B)$$

are bounded for $i, j = 1, 2, 3$.

As a consequence we get (84) in following way

$$\|\text{reg} L^1(I; L_{m^*}(B)) = \|\mathcal{R} : \mathbf{T} L^1(I; L_{m^*}(B)) \leq c_1(m')\|\mathbf{T} L^1(I; L_{m^*}(B)) \leq c_2(m')\|\mathbf{T} L_{m^*}(I \times B)$$

where use the fact that $L_{m^*}(I \times B; \mathbb{R}^{3 \times 3}) \subseteq L^1(I; L_{m^*}(B; \mathbb{R}^{3 \times 3}))$ (see in the proof of [7, Corollary 1.1.0]).

Moreover,

$$\int_B \text{reg}\Delta \psi \, dx = \int_B \mathbf{T} : \nabla^2 \psi \, dx \text{ for any } \psi \in \mathcal{D}(B). \tag{88}$$

On the other hand, (82) provides that we can redefine $U$ w.r.t. time on the set of zero measure such that the mappings

$$t \mapsto \int_B U \cdot \psi \, dx \in C([s, z]) \text{ for any } \psi \in \mathcal{D}(B; \mathbb{R}^3), \ \text{div}_x \psi = 0.$$

Particularly, we infer that the Helmholtz projection $\mathbf{H}[U]$ belongs to the space $\mathcal{C}_{\text{weak}}([s, z]; L^2(B; \mathbb{R}^3))$. Therefore after taking in (82) $\phi(t, x) = \eta(t)\psi(x)$ such that $\eta \in \mathcal{D}(I), \ \psi \in \mathcal{D}(B; \mathbb{R}^3), \ \text{div}_x \psi = 0$ it follows that

$$\int_I \left[ \int_B (U(t, \cdot) - U(t_0, \cdot)) \cdot \psi \, dx \right] \partial_t \eta \, dt - \int_I \left[ \int_{t_0}^t \mathbf{T}(s, \cdot) \, ds \right] : \nabla_x \psi \, dx \partial_t \eta \, dt = 0.$$

Employing Lemma 2.2.1 from [33], there exists a pressure $p = p(t, \cdot)$ such that

$$\int_B (U(t, \cdot) - U(t_0, \cdot)) \cdot \psi \, dx - \int_B \left( \int_{t_0}^t \mathbf{T}(s, \cdot) \, ds \right) : \nabla_x \psi \, dx = \int_B p(t, \cdot) \text{div}_x \psi \, dx \tag{89}$$

for all $t \in I$ and all $\psi \in \mathcal{D}(B; \mathbb{R}^3)$. Note that the term on the right-hand side is measurable and integrable w.r.t time variable, since the left-hand side is measurable and integrable. Moreover for a.a. $t \in I$

$$\int_B p(t, \cdot) \, dx = 0 \quad \text{and} \quad p(t, \cdot) \in \mathcal{D}'(B). \tag{90}$$

Testing (89) by $\partial_t \zeta$, $\zeta \in \mathcal{D}(I)$ and integrating over time interval $I$ and setting $\varphi(t, x) = \zeta(t)\psi(x)$ we conclude that

$$\int_I \int_B (U \cdot \partial_t \varphi + \mathbf{T} : \nabla_x \varphi) \, dxdt = \int_I \int_B p \partial_t \text{div}_x \varphi \, dxdt \tag{91}$$

for any $\varphi \in \mathcal{D}(I \times B; \mathbb{R}^3)$.

Finally, the harmonic pressure is defined as

$$p_{\text{harm}}(t, \cdot) = p(t, \cdot) + \left( \int_{t_0}^t \left[ p_{\text{reg}}(\tau, \cdot) - \frac{1}{|B|} \int_B p_{\text{reg}}(\tau, \cdot) \, dx \right] \, d\tau \right). \tag{92}$$
Now we intend to show that \( p_{\text{harm}}(t, \cdot) \) is a harmonic function for any \( t \). To this end, we take \( \psi = \nabla_x \gamma, \gamma \in \mathcal{D}(B) \) in (89) and compare the resulting expression with (88), (92) and use that \( \text{div}_x U = 0 \). If we insert (92) in (91), we infer (83).

Finally Weyl’s lemma (see e.g. [35]) ensure that the function \( p_{\text{harm}} \) is regular locally in \( B \), i.e. \( p_{\text{harm}} \in C^\infty(B') \), where \( B' \subset \subset B \). Hence we obtain (85).

Moreover according to (92), (89) we show that (86) holds. Indeed, let us recall first the following result concerning the Bogovski operator in the space of bounded mean oscillations (BMO): Let \( v : B \to \mathbb{R}^3 \) and \( f : B \to \mathbb{R} \), \( f \in L^\infty(B) \) and \( \int_B f = 0 \) then there exists at least one solution satisfying \( \text{div}_x v = f \) in the sense of distributions.

Furthermore
\[
\|v\|_{BMO}, \|\nabla_x v\|_{BMO} \leq c\|f\|_\infty
\]
and \( N \cdot v|_{\partial B} = 0 \) in the sense of generalized traces for some constant \( C > 0 \). Let us notice that \( BMO(B) \subset L_m(B) \) with \( m(\tau) = \exp(\tau) - 1, \tau \in (0, \infty), L_m(B) \subset L_M \) and \( L_m(B) \subset L_{m^*} \), where \( m^* \) is a complementary function to the \( N \)-function \( m' \).

Then we use in (89) a test function the function \( \psi \) such that
\[
\text{div}_x \psi = \left( \text{sng} p - \frac{1}{|B|} \int_B \text{sng} p \right) \in L^\infty(B).
\]

Using above consideration, the Hölder inequality and (90) we obtain
\[
\text{ess sup}_{t \in I} \|p(t, \cdot)\|_{L^1(B)} \leq c(B, M) \left\{ \|U\|_{L^\infty(I; W^2_0(B))} + \|T\|_{L^2_{\text{loc}}(I \times B)} \right\}.
\]

Therefore (92) and (84) provide (86).

**Remark:** The assumption for the lower bound for an \( N \)-function \( M^* \), i.e. \( m^*(\tau) = \tau \log^{\beta+1}(\tau + 1) \leq M^*(\tau) \) for \( \tau \in \mathbb{R}_+, \beta > 0 \), implies that we have to assume also that \( M(\tau) \leq c\exp(\tau^{\frac{\beta}{\beta+1}}) - c \) for some nonnegative constant \( c \) (see (5)).

Now we apply Lemma 7.3 with the \( N \)-function \( M' \), with \( U := g_f u_c \) and \( T := \gamma_f u_c \otimes [u_c]_{\delta} - S(D u_c) \). Accordingly, for any \( \varepsilon > 0 \), there exist two scalar functions \( p^\varepsilon_{\text{reg}}, p^\varepsilon_{\text{harm}} \) where
\[
p^\varepsilon_{\text{reg}} \in L^1(I; L_{m^*}(B)), \quad p^\varepsilon_{\text{harm}} \in L^\infty(I; L^1(B)) \quad \text{are uniformly bounded}
\]
and \( p_{\text{harm}} \) is a harmonic function w.r.t. \( x \), i.e.
\[
\Delta p^\varepsilon_{\text{harm}} = 0, \quad \int_B p_{\text{harm}}^\varepsilon (t, \cdot) = 0, \quad \forall t \in I.
\]

Moreover the following is satisfied
\[
\int_0^T \int_{\Omega} \left[ (\gamma_f u_c + \nabla_x p^\varepsilon_{\text{harm}}) \cdot \partial_t \varphi + (\gamma_f u_c \otimes [u_c]_{\delta} - S(D u_c) + p^\varepsilon_{\text{reg}} I) : \nabla_x \varphi \right] \, dx dt = 0
\]
for any test function \( \varphi \in \mathcal{D}(I \times B; \mathbb{R}^3) \).

The standard estimates provide that \( p_{\text{harm}}^\varepsilon \) is uniformly bounded in \( L^\infty(I; W^2_{\text{loc}}(B)) \), moreover we already know that \( u_c \in L^p(I; W^{1,p}(B)) \). The equations (95) provides that
\[
\|\partial_t (\gamma_f u_c + \nabla_x p_{\text{harm}})\|_{L^1(I; W^2_{\text{loc}}(B))} < c,
\]
where \( s > 5/3 \). Then the Lions-Aubin argument gives us that
\[
g_f u_\varepsilon + \nabla x p^\varepsilon_{\text{harm}} \to g_f u + \nabla x p_{\text{harm}} \text{ in } L^2(I; L^2(B'; \mathbb{R}^3)),
\]
for arbitrary \( B' \subset B \).

According to (68), the velocity field \( \{u_\varepsilon\}_{\varepsilon > 0} \) is precompact in \( L^2(0, T; L^2(\Omega; \mathbb{R}^3)) \), whence we can infer that
\[
\nabla x p^\varepsilon_{\text{harm}} \to \nabla x p_{\text{harm}} \text{ in } L^2(I; L^2(B'; \mathbb{R}^3)).
\]

As the argument is valid for any \( B' \), our goal now is to let \( \varepsilon \to 0 \) in (95). First we recall that the sequence \( \{S(Du_\varepsilon)|_{I \times B}\}_{\varepsilon > 0} \) satisfies
\[
S(Du_\varepsilon) \rightharpoonup S \text{ weakly-(*) in } L_{M^*}(I \times B; \mathbb{R}^{3 \times 3}),
\]
or
\[
S(Du_\varepsilon) \rightharpoonup S \text{ weakly in } L^1(I \times B; \mathbb{R}^{3 \times 3}).
\]

Since \( u_\varepsilon|_{I \times B} \) and \( S(Du_\varepsilon)|_{I \times B} \) are uniformly bounded in \( L^p(I; W^{1,p}(B; \mathbb{R}^3)) \) and \( L_{M^*}(I \times B; \mathbb{R}^{3 \times 3}) \) respectively. Hence classical imbedding theorems provides that \( T^\varepsilon = (g_f u_\varepsilon \otimes [u_\varepsilon]_\delta - S(Du_\varepsilon))|_{I \times B} \) is uniformly bounded in \( L_{M^*}(I \times B; \mathbb{R}^{3 \times 3}) \). Therefore there exists some \( T \in L_{M^*}(I \times B) \) such that
\[
T^\varepsilon \rightharpoonup T \text{ weakly-(*) in } L_{M^*}(I \times B).
\]

Moreover, since \( \mathcal{R}_{i,j} \) is a linear operator, using the properties of difference quotients we show that for any function \( \phi \in W^{1,r}(B) \) possessing compact support contained in an open set \( B \) holds
\[
\|\mathcal{R}_{i,j}[\phi]\|_{W^{1,r}(B)} \leq c\|\phi\|_{W^{1,r}(B)} \quad \text{for any } r \in (0, \infty),
\]
where on the left-hand side \( \phi \) is prolonged by zero preserving the norm. Hence the functions \( \mathcal{R}_{i,j}\nabla_x \varphi_i, i = 1, 2, 3 \) are sufficiently regular in order to obtain
\[
\begin{aligned}
\int_I \int_B \rho^\varepsilon_{\text{reg}:1} : \nabla_x \phi \, dx \, dt &= \int_I \int_B (\mathcal{R}: T^\varepsilon) : \nabla_x \phi \, dx \, dt \\
&= \int_I \int_B \sum_{i=1}^3 T^\varepsilon_{i,i} \mathcal{R}_{i,i}[\nabla_x \varphi_i] \, dx \, dt \to \int_I \int_B \sum_{i=1}^3 T \mathcal{R}_{i,i}[\nabla_x \varphi_i] \, dx \, dt \quad \text{as } \varepsilon \to 0
\end{aligned}
\]
Finally by (68), (98) and (96), (99) passing with \( \varepsilon \to 0 \) in (95) we get
\[
\begin{aligned}
\int_I \int_B \left[ (g_f u + \nabla_x p^\varepsilon_{\text{harm}}) \cdot \partial_t \phi + (g_f u \otimes [u]_\delta - S) : \nabla_x \phi \right] + \sum_{i=1}^3 T \mathcal{R}_{i,i}[\nabla_x \varphi_i] \, dx \, dt &= 0
\end{aligned}
\]
for any test function \( \phi \in \mathcal{D}(I \times B; \mathbb{R}^3) \).

Our aim is to use (95) and (100) with strong convergence (97) to characterise nonlinear viscous term using monotonicity methods for nonreflexive spaces as in [24, 38, 39].

To this end we take
\[
\phi = \sigma_{h^*} \sigma_{h^*} r(g_f u_\varepsilon + \nabla x p^\varepsilon_{\text{harm}}) \quad \text{with any } r \in \mathcal{D}(B)
\]
as a test function in (95). Here \( \ast \) stands for convolution in time variable with regularising kernel \( \sigma_h \) (i.e. \( \sigma \in C^\infty(\mathbb{R}) \), \( \text{supp} \sigma \in B_1(0) \), \( \sigma(-t) = \sigma(t) \), \( \int_{\mathbb{R}} \sigma(t) \, dt = 1 \),
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\( \sigma_h(t) = \frac{1}{t}(\frac{1}{t}) \). Since \( u_\varepsilon|_B \in L^2(I; W^{1,2}(B)) \) and \( p_{harm}^\varepsilon \in L^\infty(I; W^{1,2}_{loc}(B)) \) we infer that
\[
\sigma_h \ast \sigma \ast r(\partial f u_\varepsilon + \nabla_x p_{harm}^\varepsilon) \in C(I; L^2(B; \mathbb{R}^3)) \quad \text{for any } r \in D(B).
\]
Then we obtain that
\[
\int_I \int_B \sigma_h \ast (S(Du_\varepsilon) - \partial f u_\varepsilon \otimes [u_\varepsilon]_\delta - p_{reg}^\varepsilon) : \sigma_h \ast (\nabla_x(r(\partial f u_\varepsilon + \nabla_x p_{harm}^\varepsilon))) \, dx dt
= \frac{1}{2} \int_B r|\sigma_h \ast (\partial f u_\varepsilon + \nabla_x p_{harm}^\varepsilon)|^2 \, dx \bigg|_{t=t_0}^{t=t_1}
\]
for any Lebesgue point in \([0, T]\). As \( p_{harm} \) is a harmonic function on \( B \), standard elliptic estimates provide that
\[
\partial f u_\varepsilon + \nabla_x p_{harm}^\varepsilon \in L^p(I; W^{1,p}(B; \mathbb{R}^3)) \cap L^\infty(I; L^2(B; \mathbb{R}^3)),
\]
while
\[
\partial f u_\varepsilon \otimes [u_\varepsilon]_\delta \in L^{p'}(I; L^{p'}(B; \mathbb{R}^3)).
\]
Employing (96) we obtain
\[
\lim_{\varepsilon \to 0} \lim_{h \to 0} \int_I \int_B (\sigma_h \ast (\partial f u_\varepsilon \otimes [u_\varepsilon]_\delta)) : (\sigma_h \ast (\nabla_x(r(\partial f u_\varepsilon + \nabla_x p_{harm}^\varepsilon)))) \, dx dt
= \lim_{\varepsilon \to 0} \int_I \int_B (\partial f u_\varepsilon \otimes [u_\varepsilon]_\delta) : (\nabla_x(r(\partial f u_\varepsilon + \nabla_x p_{harm}^\varepsilon))) \, dx dt \quad \text{(102)}
\]
Now we concentrate on the third term on the left-hand side of (101). Since \( p_{harm}^\varepsilon \) is harmonic and \( \nabla_x u_\varepsilon = 0 \), we obtain
\[
\int_I \int_B \sigma_h \ast (p_{reg}^\varepsilon) : \nabla_x \sigma_h \ast (r(\partial f u_\varepsilon + \nabla_x p_{harm}^\varepsilon)) \, dx dt = \int_I \int_B \sigma_h \ast p_{reg}^\varepsilon \, \nabla_x \sigma_h \ast (r(\partial f u_\varepsilon + \nabla_x p_{harm}^\varepsilon)) \, dx dt \quad \text{(103)}
\]
Let us consider first the third term on the right hand side of (103). Employing the estimate (40) and assumption (7) be the Lemma Lemma 5.1 we infer
\[
\|Du_\varepsilon\|_{L^M(0,T;L^1(T))} < \infty.
\]
The generalized version of Korn inequality [14, Theorem 10.16] gives us

$$\|u_0\|_{L_M(0,T;W^{1,4}(\Omega))} < \infty.$$ 

Since $4 > \dim(B) = 3$, 

$$\|u_0\|_{L_M(0,T;C(\Omega))} < \infty.$$ 

Hence $u_0|_{I \times B} \in L_M(I;W^{1,4}(B;\mathbb{R}^3)) \subset L_M(I;C(B;\mathbb{R}^3)) \subset L_M(I \times B;\mathbb{R}^3)$. Using the definition of $p_{\text{reg}}^0$ and the property $(\mathcal{R}_{i,j})^{\ast} = (\mathcal{R}_{j,i})$ we get

$$\int_I \int_B (\sigma_h \ast p_{\text{reg}}^0 \nabla_x r \cdot (\sigma_h \ast (\varrho f u_x))) \, dt \, dx$$

$$= \int_I \int_B \{\sigma_h \ast \sum_{i,j=1}^3 \mathcal{R}_{i,j}[T_{i,j}](t,x)\} \{\nabla_x r \cdot (\sigma_h \ast (\varrho f u_x))\} \, dt \, dx$$

$$= \int_I \int_{B \times I} \{\sigma_h \ast T_{i,j}^0(t,x)\} \{\mathcal{R}_{j,i} \nabla_x r \cdot (\varrho f u_x))\} \, dt \, dx$$

Since $\nabla_x r \cdot (\varrho f u_x) \in L_M(I;W^{1,4}(B))$ and $r \in \mathcal{D}(B)$, in particular supp $\nabla_x r \subset B$, using the properties of difference quotients, see e.g. [10], we deduce that

$$\int_I \int_B (\sigma_h \ast p_{\text{reg}}^0 \nabla_x r \cdot (\sigma_h \ast (\varrho f u_x))) \, dt \, dx$$

$$\leq \int_I \int_B \{\sigma_h \ast \sum_{i,j=1}^3 \mathcal{R}_{i,j}[T_{i,j}](t,x)\} \{\nabla_x r \cdot (\sigma_h \ast (\varrho f u_x))\} \, dt \, dx$$

$$= \int_I \int_{B \times I} \{\sigma_h \ast T_{i,j}^0(t,x)\} \{\mathcal{R}_{j,i} \nabla_x r \cdot (\varrho f u_x))\} \, dt \, dx$$

for all $t \in I$, if we extend $\nabla_x r \cdot (\varrho f u_x)$ by zero on the whole space $\mathbb{R}^3$ preserving the norm. Consequently we have

$$\mathcal{R}_{i,j} [\nabla_x r \cdot (\varrho f u_x)] \in L_M(I;W^{1,4}(B)).$$

Let us denote and notice that

$$b^x = [b_{i,j}^x]_{i=1,2,3,j=1,2,3} = [T_{i,j}^x]_{i=1,2,3,j=1,2,3}$$

are uniformly bounded in $L_M(I \times B;\mathbb{R}^{3 \times 3})$ hence

$$b^x \rightharpoonup b \text{ weakly in } L^1(I \times B;\mathbb{R}^{3 \times 3}).$$

Moreover let us denote

$$w^x = [w_{i,j}^x]_{i=1,2,3,j=1,2,3} = [\mathcal{R}_{i,j}[\nabla_x r \cdot (\varrho f u_x)]]_{i=1,2,3,j=1,2,3}$$

which is uniformly bounded in $L_M(I;W^{1,4}(B;\mathbb{R}^{3 \times 3}))$.

Now let converge with $h \to 0$. Since $b_c \in L_M (I \times B)$ and $w_c \in L_M(I;C(B)) \subset L_M(I \times B)$ then there exists $\lambda_b$, $\lambda_w \in (0,\infty)$ such that $b_c/\lambda_b \in \mathcal{L}_M(I \times B)$ and

$$w_c/\lambda_w \in L_M(I \times B).$$

Due to Proposition 5.2 we obtain that

$$\sigma_h \ast b^x \rightharpoonup b^x \text{ in measure,}$$

$$\sigma_h \ast w^x \rightharpoonup w^x \text{ in measure.}$$

and $\{M^*(\sigma_h \ast b^x/\lambda_b)\}_{h > 0}$, $\{M(\sigma_h \ast w^x/\lambda_w)\}_{h > 0}$ are uniformly integrable. Therefore by Lemma 5.3 we obtain

$$\sigma_h \ast b^x \xrightarrow{M^*} b^x \text{ modularly in } L_M(I \times B) \text{ as } h \to 0,$$

$$\sigma_h \ast w^x \xrightarrow{M} w^x \text{ modularly in } L_M(I \times B) \text{ as } h \to 0.$$
Consequently by Proposition 5.1 we get
\[
\lim_{h \to 0} \int_I \int_B (\sigma_h \ast b^\varepsilon) : (\sigma_h \ast w^\varepsilon) \, dx \, dt = \int_I \int_B b^\varepsilon : w^\varepsilon \, dx \, dt \tag{107}
\]

Using following interpolation
\[
\|w^\varepsilon\|_{W^{\alpha,r}(B)} \leq c \|w^\varepsilon\|^1_{W^{1,4}(B)} \|w^\varepsilon\|^\lambda_{L^2(B)} \tag{108}
\]

with \(\alpha = 1 - \lambda\) and \(\frac{1}{r} = \frac{1}{2} + \frac{1 - \lambda}{4}\), we can find such \(\lambda\) (\(\lambda \in (0, \frac{1}{2})\) for space dimension 3) that \(W^{\alpha,r}(B)\) is continuously embedded in \(L^\infty(B)\) (see [1]). Therefore for any fixed \(K > 0\)
\[
\int_I \int_B M(K(w^\varepsilon - w)) \, dx \, dt \leq |B| \int_I M(K\|w^\varepsilon(t) - w(t)\|_{L^\infty(B)}) \, dt
\]
\[
\leq |B| \int_I M \left( cK\|w^\varepsilon(t) - w(t)\|^\lambda_{W^{1,4}(B)} \|w^\varepsilon(t) - w(t)\|^\lambda_{L^2(B)} \right) \, dt = I_1. \tag{109}
\]

As \(w^\varepsilon \to w\) strongly in \(L^2(I \times B)\) (as \(\rho_I = \text{const in } I \times B\))
\[
\|w^\varepsilon(t) - w(t)\|_{L^2(B)} \to 0 \quad \text{in measure on } I.
\]

As (??) holds, \(w^\varepsilon - w \in L^1(I; W^{1,4}(B))\) and consequently
\[
|\{t \in I : \|w^\varepsilon(t) - w(t)\|_{W^{1,4}(B)} > \alpha\} | \leq \frac{c}{\alpha}
\]
for some \(c\) independent of \(\varepsilon\). Then
\[
cK\|w^\varepsilon(t) - w(t)\|^\lambda_{W^{1,4}(B)} \|w^\varepsilon(t) - w(t)\|^\lambda_{L^2(B)} \to 0 \quad \text{in measure on } I.
\]

Continuity of \(M\) gives that
\[
M \left\{ cK\|w^\varepsilon(t) - w(t)\|^\lambda_{W^{1,4}(B)} \|w^\varepsilon(t) - w(t)\|^\lambda_{L^2(B)} \right\} \to 0 \quad \text{in measure on } I. \tag{110}
\]

Next we show uniform integrability of
\[
\left\{ M \left( cK\|w^\varepsilon(t) - w(t)\|^\lambda_{W^{1,4}(B)} \|w^\varepsilon(t) - w(t)\|^\lambda_{L^2(B)} \right) \right\}_{\varepsilon > 0}
\]
in \(L^1(I)\). Let us denote \(R = cK\|w^\varepsilon - w\|_{L^\infty(I; L^2(B))}\) and let us notice that for any subset \(E \subset I\) an \(\lambda \in (0, 1)\)
\[
\int_E M \left( R\|w^\varepsilon(t) - w(t)\|^\lambda_{W^{1,4}(B)} \right) \, dt
\]
\[
= \int_{\{t \in E : \|w^\varepsilon(t) - w(t)\|_{W^{1,4}(B)} \leq R^{\lambda}\}} M \left( R\|w^\varepsilon(t) - w(t)\|^\lambda_{W^{1,4}(B)} \right) \, dt
\]
\[
+ \int_{\{t \in E : \|w^\varepsilon(t) - w(t)\|_{W^{1,4}(B)} > R^{\lambda}\}} M \left( R\|w^\varepsilon(t) - w(t)\|^\lambda_{W^{1,4}(B)} \right) \, dt
\]
\[
\leq |E| M \left( R^{1+\frac{3}{2}(1-\lambda)} \right) + \int_E M \left( \|w^\varepsilon(t) - w(t)\|^\lambda_{W^{1,4}(B)} \right) \, dt \tag{111}
\]

Let us notice that the first term on the right-hand side depends linearly on the measure of set \(E\). It remains to show that the sequence \(\left\{ M \left( \|w^\varepsilon(t) - w(t)\|^\lambda_{W^{1,4}(B)} \right) \right\}_{\varepsilon > 0}\) is
uniformly integrable in $L^1(I)$. Indeed, as $M$ is an $N$–function and for $\lambda \in (0,1)$ the following assertion holds by de l’Hôpital’s rule

$$\frac{M(\tau)}{M(\tau^{1-\frac{\lambda}{2}})} \to \infty \quad \text{as } \tau \to \infty.$$  

Consequently $M \left( \|w^\varepsilon(t) - w(t)\|_{W^{1,4}(B)}^{1-\frac{\lambda}{2}} \right)$ is uniformly integrable in $L^1(I)$. Summarising we obtain that

$$M \left( cK \|w^\varepsilon(t) - w(t)\|_{W^{1,4}(B)}^{1-\frac{\lambda}{2}} \|w^\varepsilon(t) - w(t)\|_{L^2(B)}^{\frac{\lambda}{2}} \right)$$  

is uniformly integrable in $L^1(I)$. 

By (110) and (112) the Vitaly lemma provides that the right-hand side of (109) converge to 0. Consequently

$$K w^\varepsilon \to K w \quad \text{modularly in } L_M(I \times B).$$  

According to Lemma 5.3 $\{M(K w^\varepsilon)\}_{\varepsilon > 0}$ is uniformly integrable in $L^1(I \times B)$ and passing to subsequence if necessary

$$w^\varepsilon \to w \quad \text{a.e. in } I \times B.$$  

Our next step is to show uniform integrability of $\{b^\varepsilon w^\varepsilon\}_{\varepsilon > 0}$ in $L^1(I \times B)$. By the Fenchel-Young inequality and convexity of $M^*$ for $K > 1$ it follows that

$$\int \int |b^\varepsilon w^\varepsilon| \, dx \, dt = \int \int \frac{1}{K} b^\varepsilon K w^\varepsilon \, dx \, dt \leq \int \int \frac{1}{K} M^*(b^\varepsilon) \, dx \, dt + \int \int M \left( \frac{1}{K} w^\varepsilon \right) \, dx \, dt$$

As $K$ is arbitrary and $\{M(K w^\varepsilon)\}_{\varepsilon > 0}$ is uniformly integrable in $L^1(I \times B)$ we obtain the assertion that $\{b^\varepsilon w^\varepsilon\}_{\varepsilon > 0}$ is uniformly integrable in $L^1(I \times B)$. Moreover as (105) and (114) hold we infer that

$$\lim_{\varepsilon \to 0} \int \int_{B_{\varepsilon}(t,x)} \left( T_{i,j}(t,x) \right) (R_{i,j} \left| \nabla x_r \cdot (u_\varepsilon) \right|) \, dx \, dt$$

Then the second term on the right hand side of (103) can be treated in similar way, since $p^\varepsilon_{\text{harm}}$ is harmonic function and $r \in B$. Finally we infer

$$\lim_{\varepsilon \to 0} \lim_{K \to \infty} \int \int_{B} \sigma_h \ast (p^\varepsilon_{\text{reg}}) : \sigma_h \ast \nabla x \left( r(\varrho_f u_\varepsilon + \nabla x p^\varepsilon_{\text{harm}}) \right) \, dx \, dt$$

It remains to show how behave the viscous term in the limit with $h \to 0$ and $\varepsilon \to 0$, i.e.

$$\int \int_{B} \sigma_h \ast S(Du_\varepsilon) : \nabla x \sigma_h \ast (r \varrho_f u_\varepsilon) \, dx \, dt$$

$$= \int \int_{B} \sigma_h \ast S(Du_\varepsilon) : \sigma_h \ast (\nabla x_r \varrho_f u_\varepsilon + r(\varrho_f \nabla x u_\varepsilon)) \, dx \, dt.$$  

(115)
As $S(Du_z)|_{I \times B} \in L_M(I \times B; \mathbb{R}^{3 \times 3})$ and $u_z|_{I \times B} \in L_M(I; W^{1,4}(B; \mathbb{R}^3)) \subseteq L_M(I \times B; \mathbb{R}^3)$, we proceed in similar way as in (107) passing to the limit with $h \to 0$. Then we proceed exactly as with $b^\varepsilon$ and $w^\varepsilon$ in order to converge with $\varepsilon \to 0$. Therefore we obtain

$$
\lim \lim_{\varepsilon \to 0} \int_I \int_B (\sigma_h \ast S(Du_z)) : \nabla_x r \phi_f u_z + r(\phi_f \nabla_x u_z) \, dx \, dt \\
= \lim_{\varepsilon \to 0} \int_I \int_B S(Du_z) : (\nabla_x r \phi_f u_z + r(\phi_f \nabla_x u_z)) \, dx \, dt \\
= \int_I \int_B S : \nabla r \phi_f u \, dx \, dt + \lim_{\varepsilon \to 0} \int_I \int_B S(Du_z) r(\phi_f \nabla_x u_z) \, dx \, dt
$$

(116)

Summarising (116) and previous consideration, passing to the limit first with $h \to \varepsilon$ in (101) we have

$$
\lim_{\varepsilon \to 0} \int_I \int_B S(Du_z) : (r(\phi_f \nabla_x u_z)) \, dx \, dt = \frac{1}{2} \int_B r^2 |\phi_f u + \nabla_x \text{harm}|^2 \, dx \bigg|_{t=t_1}^{t=0} \\
- \int_I \int_B \nabla r \phi_f u \, dx \, dt. + \int_I \int_B ((\phi_f u \otimes [u]_{\delta})) : (\nabla_x (r(\phi_f u + \nabla_x \text{harm}))) \, dx \, dt \\
+ \int_I \int_B \sum_{i,j=1}^3 T_{i,j}(t, x) R_{j,i} \nabla_x r \cdot (u_z) \, dx \, dt
$$

(117)

Using

$$
\sigma_h \ast \sigma_h \ast r(x)(\phi_f u_z + \nabla_x \text{harm})
$$
as a test function in the limit equation (100), after passing with $\varepsilon \to 0$ we get

$$
\int_I \int_B (\vec{S} - \phi_f u \otimes [u]_{\delta}) : \nabla_x (r(\phi_f u_z + \nabla_x \text{harm})) \\
- \sum_{i,j=1}^3 T_{i,j} R_{j,i} \nabla_x r \cdot (\phi_f u + \nabla_x \text{harm}) \, dx \, dt
$$

(118)

Finally we conclude

$$
\lim \sup_{\varepsilon \to 0} \int_I \int_B rS(Du_z) : \nabla_x u_z \, dx \, dt \leq \int_I \int_B r\vec{S} : \nabla_x u \, dx \, dt
$$

and by monotonicity argument for nonreflexive spaces used in [24, 38, 39] we finally obtain

$$
S(Du_z) \to S(Du) \text{ a.e. in } I \times B.
$$

(119)

### 7.6 Conclusion

Considerations given in two preceding sections provides, that the (67) reduces to

$$
\int_0^T \int_\Omega \varrho u \cdot \partial_t \varphi + \varrho (u \otimes [u]_\delta) : \nabla_x \varphi \, dx \, dt
$$

(120)
\[ \int_0^T \int_\Omega S(\mathbf{D}u) : \mathbf{D}\varphi \, dx\, dt - \int_0^T \int_\Omega \varrho \nabla_x F \cdot \varphi \, dx\, dt - \int_0^T \varrho_{0, \delta} u_0 \cdot \varphi(0, \cdot) \, dx \]

for any test function \( \varphi \in C^1([0, T) \times \bar{\Omega}), \varphi(t, \cdot) \in [RM](t), \) with

\[ [RM](t) = \{ \phi \in C^1_c(\Omega; \mathbb{R}^3) : \text{div}_x \phi = 0 \text{ in } \Omega, \quad D\phi \text{ has compact support on } \Omega \} \cup \bigcup_{i=1}^n S_i(t), \]

where

\[ S_i(t) = \eta_i(t, S_i), \quad i = 1, \ldots, n. \]

Furthermore, the limit solution satisfies the energy inequality

\[ \int_\Omega \frac{1}{2} \varrho |u|^2(\tau) \, dx + \int_0^\tau \int_\Omega S : \mathbf{D}u \, dx\, dt \leq \int_\Omega \frac{1}{2} \varrho |u|^2(s) \, dx + \int_s^\tau \int_\Omega \varrho \nabla_x F \cdot \mathbf{u} \, dx\, dt \quad (121) \]

for any \( \tau \) and a.a. \( s \in (0, T) \) including \( s = 0. \)

### 8 The limit passage for \( \delta \rightarrow 0 \)

In the last section we pass to the limit with \( \delta \rightarrow 0 \) in the system of equations (61), (120) and in the corresponding family of isometries \( \{ \eta_i \}_{i=1}^n \) describing the motion of rigid bodies. Hence we denote the associated sequences of solutions by \( \{ \varrho_{\delta}, \mathbf{u}_{\delta}, \{ \eta_{\delta}^i \}_{i=1}^n \}_{\delta > 0}. \)

Observe now that the initial data \( \varrho_{S_i, \delta} \) in (28) can be taken in such a way that

\[ \| \varrho_{S_i, \delta} \|_{L^\infty(\Omega)} \leq c, \quad \varrho_f + \varrho_{S_i, \delta} \rightarrow \varrho_{S_i} \quad \text{as } \delta \rightarrow 0 \text{ in } L^1(\Omega), \quad i = 1, \ldots, n, \]

where \( \{ \varrho_{S_i} \}_{i=1}^n \) are the initial distributions of the mass on the rigid bodies in Theorem 4.1. Then the theory for transport equations developed by DiPerna and Lions [6] provides that

\[ \varrho_\delta \rightarrow \varrho \quad \text{strongly in } C([0, T]; L^1(\Omega)) \text{ as } \delta \rightarrow 0 \]

According to energy inequality (121), we obtain that for subsequence if necessary

\[ \mathbf{u}_\delta \rightarrow \mathbf{u} \quad \text{weakly in } L^p(0, T; W^{1,p}(\Omega; \mathbb{R}^3)) \]

where \( \mathbf{u}_\delta \) and the limit velocity \( \mathbf{u} \) as well are divergence-free. Hence the continuity equation (61) reduces to a transport equation

\[ \partial_t \varrho + \mathbf{u} \cdot \nabla_x \varrho = 0. \]

Following step by step the arguments given in previous sections we proof the rest of the convergence process. The compactness of the velocity and convergence in convective term can be done as in [39]. The convergence in nonlinear viscous term is completed by the same arguments as in Section 7.5.
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