Structured Populations, Cell

Growth and Measure Valued
Balance Laws

J.A.Carrillo, R.M.Colombo, P.Gwiazda, A.Ulikowska

Preprint no. 2011 - 003

EUROPEAN UNION
INNOVATIVE ECONOMY FNP-
NATIONAL COHESION STRATEGY ;g;'gg;jsfg’gmm DEVELOPMENT FUND

Ph.D. Programme: Mathematical Methods in Natural Sciences (MMNS)
e-mail: mmns@mimuw.edu.pl
http://mmns.mimuw.edu.pl



Structured Populations, Cell Growth
and Measure Valued Balance Laws

J. A. Carrillo* R.M. Colombof P. Gwiazdat A. Ulikowska®

February 2, 2011

Abstract

A well-posedness theory of measure valued solutions to balance laws is presented. Non-
linear semigroups are constructed by means of the operator splitting algorithm. This
approach allows to separate the differential terms from the integral ones, leading to a sig-
nificant simplification of the proofs. Continuous dependence with respect to parameters
is also shown. The whole framework allows a unified approach to a variety of struc-
tured population models, providing to each of them the basic well posedness and stability
results.

1 Introduction

Structured population models have been widely studied in the mathematical biology literature
for many years, see [5, 11, 13, 16, 17, 18, 20, 21, 22]. Most of these models can be written as
evolutionary PDEs for the density of individuals [13, 21] with a specific structural variable
x, for instance the age for the age-structured equation [22] or a phenotypic trait for the
selection-mutation equations [5]. The typical functional space in which early achievements
were obtained is the space of integrable functions or densities. For instance, global existence
and continuity with respect to model ingredients with integrable initial data were established
in [21, 22].

For many biological applications it is often necessary to consider initial data or coefficients
which are not integrable functions, but measures. In fact, setting a model in the space of
measures was suggested in [22, Section II1.5] and, since then, several ways of dealing with this
problem were proposed. The weak* semigroup approach was developed in [11], where global
existence of solutions in the set of finite Radon measures was proved, together with their
weak™® continuous dependence from time and initial datum. A slightly different treatment of
the problem, based on the theory of nonlinear semigroups in metric spaces, was presented
in [16, 17]. An alternative construction of measure-valued solutions to these models can be
obtained following ideas coming from kinetic theory [14, 7] by means of a Picard-type result for
evolutions in the set of measures, see [6]. Here, we follow and extend the approach in [16, 17]
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by constructing the solutions using the operator splitting, or fractional step, method [9, 10]
in metric spaces. This allows for a significant shortening of the proofs compared to [16, 17],
while in the same time gaining more generality.

The main aim of this paper is the study of the following Cauchy problem

Oupt+ O (Bt 1) 1) + e(t, p) p = /R+ (1t )W) de (W) ;;ESLT] (1.1)
(0) = o pEMIGED)

where (t) is the measure determining the distribution of the population with respect to the
structural variable z.

The framework presented below applies to a variety of relevant biological models, allowing
a unified analytical approach to several entirely different biological situations considered in
the current literature. In § 3.1 we show that (1.1) includes the McKendrick age structured
population model [18] as well as the nonlinear age structured model [21, 22]. Then, § 3.2 deals
with the linear and nonlinear size structured models for cell division presented in [13] and
in [20, Chapter 4], as well as with the size structured model for evolution of phytoplankton
aggregates, see [3]. Also a simple cell cycle structured population model fits in the present
setting, as shown in § 3.3. The body size structured model [11] is considered in § 3.4. Finally,
the selection-mutation models in [1, 5, 8] are tackled in § 3.5.

This paper is organized as follows. Section 2 presents the analytical results, separately
considering the linear autonomous case in § 2.1, the linear non autonomous case in § 2.2 and
the general case in § 2.3. Section 3 shows that the present framework applies to a several
models considered in the current literature, as already remarked. All proofs are deferred to
Section 4.

2 Main Results

Throughout, x € RT = [0, +00[. We emphasize that R is used only for the ambient space,
so it always refers to structural variables and not to time. Nevertheless, to avoid misunder-
standings, we sometimes denote the ambient space by R} to underline that we refer to a
structural variable. The choice of R™ as the structural variable ambient space does not play
any specific role but it is adopted to include some typical nonlinear age-structured models.

As usual, given a metric space X, we denote by C([0,7]; X) the space of continuous
functions. When X is a normed space, BC([0,T]; X) is the space of bounded continuous
functions with the supremum norm and W*P ([0, T; X) denotes the usual Sobolev space. The
set of positive Radon measures on R™ with bounded total variation is denoted by M™(R™T),
which is a complete metric space when equipped with the distance

(s p2) = Sup{/+ ¢ d(p — p2): ¢ € CHRYR) and ¢l < 1} (2.1)
R

and a subspace of (WL°(R*;R))", the dual of W1>°(R*;R) endowed with the usual norm
[ullwroe = max {|ullge, [|0zulli}. Let us observe that the condition ¢ € C'(R™;R)
in (2.1) can be substituted by ¢ € WBH(R*;R) through a standard mollifying sequence
argument applied to the test function ¢, since its derivative is not involved in the value of the
integral. Therefore, this metric is exactly the one induced by the dual norm of W1 (R*;R).



However, we use (2.1) since it simplifies some of the technical proofs below. The metric d is
usually called the Bounded Lipschitz distance, see [23] or the flat metric distance, see [19].
The assumptions on the different ingredients of the model are:

b,c: [0,T] x MT(RY) — WL2(R*;R) with b(t, 1)(0) > 0 for (t,u) € [0,7] x MT(RY),
n: [0,T] x M*(RT) = (BCNLip) (Rf; MT(RT)) .
(2.2)
The space Lip (Rj; M*(R™)) consists of all Lipschitz functions from R with values in the

metric space (MT(R"),d). The space BC (Rj; M (R")) denotes the set of functions that
are bounded with respect to the norm || - || yy1.00)« and continuous with respect to d. A norm

in the space (BCNLip) (Ryf; MT(R")) is defined as

Iser = e, + Lip(). where [ fls, = sup [|F)]| v
e

Note that (M*(R*), d) is separable, hence strong measurability and weak measurability are
equivalent, see [17] for more details. We also refer to [15, Appendix E.5] for the basic results
about Banach space valued functions. In this framework, the integral

L. ) @) i)

appearing in (1.1) is a Bochner integral with values in M™*(R}).
Remark 2.1. It is worth to note that the space (BCNLip) (RT; M (RY)) is not a subspace
of Wh (R*; (Whe(RT; R))*> , although the set of Radon measures Mt (R™) is a nonneg-

ative cone in (Wl"’o(R*;R))*. As an example, consider f(x) = 6(y = x) where ¢ is Dirac
delta. It is easy to check, that f is bounded with respect to the norm H'H(Wl,oo)* and Lipschitz
continuous with respect to d, since

Iflgc, = sup [[f(@)]| wie) = sup sup P(z)dé(z) <1
ERY TERY (Y : [l gy1.00 <1} JRF
d(f(x1), f(22)) = min{2, |z1 —wal} < o1 — .
However, f'(z) = &' (x) is not a well defined functional on W1°(RT:R).

We also need to assume some time regularity for our model functions, i.e.,
be € BC™ ([O,T] x MT(RY); WLOO(R+;R)) (2.3)

n € BC! ([o,T] x MF(RY); (BCmLip)(R;;MﬂRﬂ)) . (2.4)

Here, BC*1([0,T] x MT(R%); X) is the space of X valued functions which are bounded
with respect to the ||-|| y norm, Hélder continuous with exponent o with respect to time and
Lipschitz continuous in d with respect to the measure variable. This space is equipped with
the ||-[|ge.r norm defined by

flncer = s (Il + Lip (F6) +H(FC) - (29)

te[0,T),ueM*



where

HC) = sup (o) = foail /o1 = sal”)

517526[07T

A relevant choice of functions b, ¢ and 7 is the following:

bt =b (1 [ 800 an ) etem=e(n [ 20) dutn)

and

ot =i (1, [ 1) auiw)

with 8,7,h € WL®(RT;R1), b,¢é € BC*! ([0, T] x Ry; WH2°(R*;R)) and the right-hand
side 77 € BC*! ([0,T] x Rf; (BCNLip)(Ryf; MT(R"))). As a particular example, consider
the following nonlinear functions b, ¢ and n:

bt 1) () = hy(t) fo(x) Gy ( [oo du) ety 1) (@) = helt) () G ( /e du) |

and

[ts00@)] (4) = (0 ) G ([ ) )

where hyp, he, hn € Ca([oa T]7 R+)a Jos fes fna Pbs Pes Pns Gy, G, GT] € Wl’OO(RJr; R+) and v €
MT(RT).
We begin our analytical study with the basic definition of solutions to (1.1).

Definition 2.2. Given T > 0, a function p: [0,7] — MT(R") is a weak solution to (1.1)
on the time interval [0,T] if u is narrowly continuous with respect to time and for all ¢ €
(C*NWL>) ([0, T] x R;R), the following equality holds:

T
L (@t + (0t0.) @) 0ot = (et.0) (@) 0,2)) i (o)

o olt.x) dn(t, 1) ()] (@) ) sy (v) (26)
[ L )
= [ olTa) dur @)= [ o(0.0) do (o).

Here, by narrowly continuous functions we refer to the narrow convergence introduced
in [2, § 5.1]. The integral [p. ¢(t,2)d[n(t,1)(y)] () denotes the integral of ¢(t,z) with
respect to the measure 7(t,n)(y) in the variable x. Similarly, [p. ¢(T,z)dur (z) is the
integral of ¢(T,z) with respect to the measure p(7") in the variable .

2.1 The Linear Autonomous Case

The linear autonomous case of (1.1) reads

O+ 0y (b(z) p) + () p = /}R+ n(y) du(y) with { t € 1[0,7] (2.7)
1(0) = o



where the unknown g = u(t) is in MT(RT) for all times ¢ € [0,T]. In the present case, the
assumption (2.2) reduces to

b,e € WL®(RT;R) with b(0) >0, (2.8)
n € (BCNLip) (R,t;MﬂR*)). (2.9)

A first justification of Definition 2.2 of weak solution and of assumptions (2.8)—(2.9) is provided
by the following result.

Proposition 2.3. With the notations introduced above:

i) If n(y) has density g(y) for all y € RT with respect to the Lebesque measure, with
g € (BCnLip) (RT;LYR*;RY)), ie.,

/R+ </R+ p(x)d[n(y)] (96)) dpy (y) = /R+ </R+ o(x)g(x,y) dﬂf) dps (y)

for all ¢ € C(R*;R), with g(y) € LYR;RY) for all y € RT and g(x,y) = g(y)(x) €
RT for all x,y € R, then n satisfies (2.9).

i) If 1o has density u, with respect to the Lebesgue measure, with u, € (LYNCY)(RT;RY),
then p, € M*T(RT).

iii) Let (2.8) hold together with i) and i) above. If p has density u with respect to the
Lebesgue measure, with u € Lip ([0, T]; LY (RT;R")) and u(t) € CH(RT;RT), then u is
weak a solution to

dru+ 0y (b(z)u) + c(x)u = / g(z,y)u(t,y)dy
R+
u(0, ) = uo(x)
u(t,0) =0
if and only if p is a solution to the linear equation (2.7) in the sense of Definition 2.2.

The proof is immediate and, hence, omitted. To prove the well posedness of (2.7), we use the
operator splitting algorithm, see [9] and [10, § 3.3]. To this aim, we consider separately the
problems

optc)n= [ w0 duly)  and O+, (a)n) = 0.

Remark that both problems are particular cases of (1.1), so that Definition 2.2 applies to
both. Consider first the ODE part.

Lemma 2.4. Let c € W (RT;R) and n € (BCNLip) (Rf; MT(RT)). Then, the Cauchy
problem for

Op+c(z)p = / n(y) du (y) (2.10)

R+
generates a local Lipschitz semigroup S: [0,T] x M*T(Rt) = MH(RY), in the sense that:

i) Sy =1Id and for all t1,ts € [0,T] with t; 4+t € [0,T], we have S’tl o S’tz = St1+t2.



ii) For allt € [0, T] and for all puyi, po € MT(RT), the following estimate holds:
) [, g

A(Spn Supi2) < ex (3 (lellwaoe + Inler) t) i, pa)

iii) For all t € [0,T] and for all p, € MT(RT) define u(t) = Siuo. Then, the solution to
the Cauchy problem satisfies p € Lip([0,T], MT(R™)) and the following estimate holds:

A(Settor o) < (llelle + Imllc, ) oxp ((ucum + Inlse, ) t) Ho(R¥) .

w) Let ¢1,co € WH(RT;R), ny,m2 satisfy (2.9), and denote by S*,S? the corresponding
semigroups. Then, for allt € [0,T] and p € MT(RT)

d(Stp, St)

oo+ oo+ + t
< (lev— ol +llm — mallng, ) o191l Hehom imloethelne. ) gy

v) For all p € MT(RY), the orbit t — Sy of the semigroup is a weak solution to (2.10)
in the sense of Definition 2.2.

The proof is deferred to Paragraph 4.1, where we exploit the dual formulation of (2.10). The
analogous result about the convective part is below.

Lemma 2.5. Let b € WL(R*;R) with b(0) > 0. Then, the Cauchy problem
Op+ 0y (b(x)p) =0 (2.11)
generates a local Lipschitz semigroup S: [0,T] x MT(RT) = M*(RY), in the sense that
i) So = Id and for all t1,ty € [0,T] with t; +ty € [0,T], we have Sy, 0 Sty = Sty 14, -
ii) For allt € [0,T] and for all pyi, po € MT(RT), the following estimate holds:

d(Sypr, Sepz) < exp ([[0ubllgoot) d(pn, o) -

iii) For all t € [0,T] and for all uo, € MT(RT) define u(t) = Sipo. Then, the solution of
the Cauchy problem satifies p € Lip([0,T]; MT(R")) and the following estimate holds:

d(StHOaMO) < Hb”LOo NO(R+)t-

i) Let by,by € WL(RT;R) with b1(0),b2(0) > 0 and denote by S*,S? the corresponding
semigroups. Then, for allt € [0,T] and p € MT(RT)

d(Stp, S7) < (|1 — ba|peo p(RT) 2.
v) For all u € MT(RY), the orbit t — Sy of the semigroup is a weak solution to (2.11)
in the sense of Definition 2.2.

The proof of the above Lemma is deferred to Paragraph 4.2. To apply [10, Corollary 3.3], see
also [9, theorems 3.5 and 3.8], about the convergence of the operator splitting algorithm, we
need to estimate the defect of commutativity of the two semigroups.



Proposition 2.6. Let (2.8) and (2.9) hold. Let S be the semigroup defined in Lemma 2.4
and S the one in Lemma 2.5. Then, for all pp € M*(R*) and for allt € [0,T], the following
estimate on the lack of commutativity of S and S holds:

d(Se Sty SeSep) < 3 12 [[b|p0 (llellw + [Inllger) exp [3 (llellgee + Inllger) t} (2.12)

The above commutativity estimate allows us to apply the usual operator splitting tech-
nique, obtaining the following final result in the linear autonomous case.

Theorem 2.7. Let (2.8) and (2.9) hold. The operator splitting procedure applied to the
semigroups S and S yields a local Lipschitz semigroup S that enjoys the following properties:

i) So =1Id and for all ty,te € [0,T] with t; + to € [0,T], we have Sy, 0 St, = Sty +4,-
i) For allt € [0,T] and for all 1, pe € MH(RY),

d(Stp1, Stpz) < exp [3 (1020l + llellwarce + Inllzer) t} d(pa, p2) -

iii) For allt € [0,T] and for all p, € M*(R™T),
A(Sipior10) < (\bHLm + (el + e, ) exv | (el + e, t]) Ho(RY).

i) Fori=1,2, let b;, ¢;, n; satisfy assumptions (2.8) and (2.9). Denote by S* the corre-
sponding semigroup. Then, for all p € MT(R™") and for all t € [0,T],

A(Stu, S2m) < exp [5 (Iballwre + et + Imlpon) 1

¢ w(®) (b1 = ballge + lle1 = eallge + I = 2z, )
v) For all p € MT(R"), the orbit t — Sy of the semigroup is a weak solution to linear
autonomous problem (2.7) in the sense of Definition 2.2.
vi) The following tangency condition holds: lim;_o4 % d(Syp, SpSip) = 0.
Above, i) corresponds to the Lipschitz dependence from the initial datum, i) to the
time regularity of the solution, iv) shows the stability with respect to the defining equations
and vi) allows for a characterization in terms of evolution equations in metric spaces, see [10].

2.2 The Linear Non Autonomous Case

We now assume that, for a fixed « € ]0, 1],

bc € BC® <[0,T];W1’°°(]R+;R)) with b(#)(0) > O for all £ € [0,7]  (2.13)

n € BC® <[O,T]; (Lip N BC)(R*: M*(R*))) (2.14)
and consider the following linear non autonomous version of (1.1):
o+ 0: () )+ et o) = [t du) { te 0T g
e RT.
1(0) = po



The space BC* ([0, T); X ) consists of Holder continuous, X valued functions with norm

1fllgce = Ifllge, + H(F) = sup ||F(0)]|5 + [£(s1) = f(s2)|| '

a
t€(0,7] 51,82€[0,T7] ’51 - 32|

To simplify the statements of the next theorems, for any finite set of elements zj in the
normed space X, k € {1,...,n}, define

n
H(m17 te ’xn)HX = Z ”xk”X :
k=1

Theorem 2.8. Let (2.13) and (2.14) hold. Then, the linear nonautonomous problem (2.15)
generates a global process P: [0,T)? x MT(RT) — M (R"), in the sense that

i) For all ty,t1,ta, pu satisfying 0 < t, <ty <ty <T and p € MT(RT)

P(to,to)p = p
P(t1,to)p € MHT(RY)
P(ta,t1) o P(t1,to)u = P(t2, o)t

ii) For all to,t, 1, po satisfying 0 < t, <t <T and py, us € MT(RT)
d(P(t,to) 1, P(t,to)p2) < e e, (1) d(pa, p2)
iii) For all to,t, u satisfying 0 <t, <t <T and p € M*T(RT)
APt o)1, Plto. o)) < || (b e, o1 oo ™) et (0~ 1)

iv) Fori=1,2, letb;, c;, 1; satisfy assumptions (2.13) and (2.14). Call P! the correspond-
ing process. Then, for all t,,t,p satisfying 0 < t, <t < T and p € MT(R"), there
exists a constant C* = C* (tO,T, [01llgc, > lerllBey s HanBCt) such that

d(Pl(t,to)u,P2(t,to)u> < Ot —t,) SllErbeercamn)| g, (tto)

B, e1,m) = (b2, c2,m0) || g, 1(RT)

v) For all p € M™(RT), the trajectory t — P(t,0)u of the process is a weak solution to
linear nonautonomous problem (2.7) in the sense of Definition 2.2.
2.3 The Non Linear Case
This section is devoted to the general problem (1.1) and presents the main result of this paper.

Theorem 2.9. Let (2.2), (2.3), and (2.4) hold. Then, there exists an unique solution pu €
(BCNLip) ([0, T]; MT(RY)) to the full nonlinear problem (1.1). Moreover,

i) for all 0 <t <to <T there exist constants K1 and Ko, such that

d (p(tr), plt2)) < Ky e 20200, (RY) (1 — 1)



i) Let u1(0), u2(0) € MT(RY) and b;, ¢;, m; satisfy assumptions (2.2), (2.3), and (2.4) for
i =1,2. Let p; solve (1.1) with initial datum p;(0) and coefficients (b, ci,m;), i = 1,2.
Then, there exist constants Cy, Co and Cs such that for all t € [0,T)

d (p1(t), p2(t)) < e d (n1(0), u2(0)) + Co e ¢ (b1, e1,m) — (192702,772)“]30t :

3 Biological Models

This section is devoted to show that (1.1) comprehends various relevant models in mathemat-
ical biology of current interest. We consider the models in below in their simplest version,
often referring to their formulations in terms of L densities. However, they are currently
studied in the framework of Radon measures, as highlighted in the given references.

3.1 The Age Structured Cell Population Model with Crowding

Consider the age structured population of cells evolving due to processes of mortality and
equal mitosis. Here, mitosis is understood as the birth of two new cells and the death of
a mother cell. Linear models are based on the assumption, that birth and death rates are
linear functions of the population density, what excludes such phenomena as crowding effects
or environment limitations. Hence, it is more reasonable to consider nonlinear models, as an
example we recall [22, Ex. 5.1], where the death rate depends on the population density:

oit.a)+pita) = — (B +ula) 47 [ pean) seo) GO

p(t,0) = 2 Wﬁ(y)p(t,y)dy'

Here, t is time; z is age; p(t, x) is the density of cells having age = at time ¢; 8(z), p(x) and
T are respectively the division rate, the natural mortality rate and the coefficient describing
the influence of crowding effects on the evolution. Setting in (1.1)

pt)(A) = [yptx)de, b(p)(z) = 1,
c(p)(@) = Bl@)+p@) +7u)(RT), and (n(y)) (A) = 2B(y)é(z=0) if 0€A,

we obtain (3.1). This model is at the basis of several studies. For instance, one may introduce
a birth rate that depends on the population density

o) =003 ([ ateman)

Otherwise, one may simplify (3.1) obtaining the well-known and widely studied McKendrick
age structured model [18]. Refer to [21] and the references therein for further possibilities.
3.2 Nonlinear Size Structured Model for Asymmetric Cell Division

For unicellular organisms, structuring population by age does not apply well, mainly because
age is not the most relevant parameter that determines mitosis. Therefore, it is often more
reasonable to consider size structured models, see [13, Section 1.4.3, Ex. 4.3.6], for which

on+0, (V(z)n)n = —(u(z)+bz))n+ 2/ b(y)d(z,y)n(t,y)dy (3.2)

R+

9



where t is time, x is size, n(t,x) is a density of cells having size = at time ¢, b(x), u(x) are
respectively division rate and mortality rate. V describes the dynamics of evolution of the
individual at the state x. If division occurs, a mother cell of size y divides into two daughter
cells of sizes x and y — x, what is described by the kernel d. In general, the structural
variable considered here does not need to be a size. It can be maturity (see Section 3.3),
which is described by the cell diameter or by the level of a chemical substance significant for
the cell division process. Another biological process which fits into (3.2) is the evolution of
phytoplankton aggregates (without a coagulation term), see [3]. Setting in (1.1)

pt)(A) = [yn(tz)de, b(p)(z) = Vi(z),
(@) = pl@)+d@) and ny)(A) = 2[,by)d,y)dz,
), we obtain the model [20

we obtain (3.2). In the linear case, with d(z,y) = 26(x
Section 4.1] describing equal mitosis. If d(z,y) = [0(z =
the general mitosis model [20, Section 4.2]. Setting d(x,y)
to the McKendrick model [18].

=y/2
y) + 6(z = (1 — o)y)], we obtain
[0(z =y)+d(x = 0)], we return

3.3 The Cell Cycle Structured Population Model

This model is a special case of the one mentioned in Section 3.2. It describes the structure of
cells characterised by the position x in the cell cycle, where 0 < z, <z < 1. A new born cell
has a maturity x, and mitosis occurs only at a maturity x = 1. For simplicity, no mortality
of cells is assumed, see [22, Ex. 2.3]. The model thus reads

atp(tvx) + 0 (l’p(t, JI)) = 0,
:L'op(ta :I:O) = 2p(t7 1)7
p(0,z) = po().

This model is a particular case of (1.1), obtained setting b(u)(z) = =z, c(u) = 0, u(t)(A) =

_ ) 25(z=0) if0ecA, fory=1
[ p(t, ) dz and n(y)(A) = { 0, fory#1"

3.4 Body Size Structured Model with Possible Cannibalistic Interactions

Let us now present a model slightly more general than the one in Section 3.2. This gen-
eralization is necessary for modeling those biological phenomenas, where the growth rate
depends on the population density. As an example, we consider the following model, studied
in [11, 16, 17], which describes the evolution of a body size structured population:

O+ 0y (g(z,n)n) +h(z,n)n = 0,
g((L’o, ) ( 0) = f;;mﬁ(yan)n(tay) dy,
n(0,2) = no(),

where t is time, x is the individual body size, x, is the size of each new born individual, x,,
is the maximum body size, n(t,z) is the density of population having size z at time ¢ (or
rather concentration, if we allow n(t,-) to be a Radon measure), g describes the dynamics
of individual’s growth, h is a death rate and g is related to the influx of new individuals. It

10



is worth mentioning that the dependence of the coefficients on n allows to model e. g. the
evolution of a cannibalistic populations, see [12].
Again, this is a particular case of (1.1), obtained setting

u(A) = fynlta)de, bu)a) = gla,n),
cW)@) = hiz,n) and  n(y)(4) = (z=0)c 4.

3.5 Selection-Mutation Models

Selection mutation models have been proposed in [1, 5, 8] to model species evolution. More
precisely, one is interested in the evolution of a density of individuals (¢, x) at time ¢ with
respect to a evolutionary variable z € R™. For instance, one could think z as the maturation
age of a species. These models typically include a selection part due to the environment that
can be modelled by logistic growth and a mutation term in which offsprings are born with a
slightly different trait than their parents. For instance, a typical model reads

Gta) = (= 2oulta) —mla PO)utt.a) +2 [ b )utt.y) do

u(0,z) = u(z),

where P(t fR+ u(t,xz) dz is the total population, m is the death rate, b is fertility rate,
and & glves the probability of mutation of the offspring. Finally, the mutant population is
modeled by an integral operator where y(x,y) is the density of probability that the trait of
the mutant offspring of an individual with trait y is x. Also this model is a particular case
of (1.1), obtained by setting

pt)(A) = [yult z)d, b(u)(z) = 0,
c(p)(z) = (1—5)5() m (z, u(t)(RT)) and  n(y)(A) = e [,0(y)y(z,y)dz .

4 Proofs
4.1 The O.D.E. (2.10)

A convenient way to deal with the problem (2.10) relies on its dual formulation
oo~ )+ [ elt)dn@)] () = 0 in 0.7 xRF
- (4.1)
p(T) = ¢ inRF

with ¢ € (C*'NWL)(RT;R) and ¢, 7 as in (2.8), (2.9). A function ¢ry € CH([0,T]xRT;R)
is a solution to the dual problem to (2.10), if it satisfies (4.1) in the classical strong sense.
The relation between (2.10) and (4.1) is explained by the following Lemma.

Lemma 4.1. Fiz y, € MY (RT). Then:

i) Problem (2.10) admits a unique solution pu € Lip ([0, T]; MT(RT)). More precisely, for
) q pu € Lip ([0, T7; p Y,
all t,7 € [0,TY,

@ (plt, ), 17 )) < (lellgom + Irllee) exp ((lellpe + Inllg) mas{t, 7}) po(R)]e = 7.

11



it) Fiz ty,ty € [0,T) with t; < to. If p € Lip ([0, T]; MT(RT)) solves (2.10), then for any
p € (CNWL)([t, 1] x RT:R) we have

[ (st~ oten) + [ st o) ) dutol @ae @2
= [, #ltao) din(e)] @)~ [ oltr0) din(e)] o).
R+ R+

ii) If p € Lip ([0, T]; MT(RY)) solves (2.10), then for any ¢ € (CtNWL2)(RT;R), there
exists a function o7 € CH([0,T] x RT;R) solving the dual problem (4.1) and such that

/ () dlu(t)] (z) = / 1T — t,2) dp (). (4.3)
R+

R+

w) For an € N ) ; et o7 € X ; solves the dual prob-
) For any § € (C* W)™ R), let pry € CL(0,T] x R¥;R) solues the dual prob
lem (4.1). Then the measure p € Lip ([0,T]; MT(R")) defined by (4.3) solves (2.10).

v) If o is positive, then also u(t) is positive for all t € [0,T].
Preliminary to the proof of lemmas 2.4 and 4.1 is the study of (4.1).

Lemma 4.2. For any T > 0 and ¢ € (C* N WL®)(RT;R) there ezists a unique solution
o1 € CH[0,T] x RT;R) to (4.1). Ifyp >0, then ory(t,z) >0 for allt € [0,T) and x € R.
Moreover, for T € [0,T] and x € RT the following estimates hold

oo+ T—1
loror Mge < [l elltietilac) =7 (4.4)
l0epru(m Mg < Il o @ (lhwe Hilaon) (=) (45)
llellLoo +limll t
sup  |Orprp(e)| < ¢l (HcIILwHInIIch)e(CL thics) (4.6)

Te[T—t,T)

If moreover p1, respectively a2, solves (4.1) with terminal data 1 and parameters ci,m,
respectively ca, n2, then

lo1r) = e2(r Mg < IWlhwae (ler = eallym + lm = m2llne, ) (7= 7)

4.7
- olllerlioe Him oy Hlesllpos +Himllse, ) (T—) @7

The proof of Lemma 4.2 is an immediate consequence of standard ODE estimates. The
next proof slightly generalizes that of [16, Lemma 3.6], to which we refer for further details.

Proof of Lemma 4.1. The proof consists of several steps.

1. Regularization. Let p € CP(R;RT) be such that [ p(z)dz = 1. For € > 0 define the
mollifiers p* = p(x/e)/e. We consider equation (2.10) with initial datum u and coefficient
7°, where

uS - LY = o * p° and us € BCRT;R™)

o

n(y)- L' = nly)*p° and 7°(y) € BCRMRT),

12



with 7° € (BCNLip)(R*T; BC(R*;R™")). Here, the usual Lebesgue measure on R is denoted
by L£'. Above, the convolution on R* is given by (v * p°) fR+ p°(x — &) dv (£). Below,
we denote 1°(y)(z) = n°(y, z). Note that

0 0
1 lge, < Inllge,»  d(ko,u) =50 and sup d (n(y), 7" (y)) =50 (4.8)
ye

where d is as in (2.1). Indeed, fix ¢ € (C* N W12)(RT; R) with [|¢||\y1.c < 1. Then,

(@) A % po — 1o) () = / (% p° — ) () dpo (2)
R+ R+

/R+ (/}R+ pe(x = &) (W (§) — ¥ (x)) d&) dpto ()

pe(x = &)lw — €] d¢ ) dpo () < epo(RT).
/RJF </R+ >

/ () d(oF * () — (W) () = / (6 % 57 — () din(v)] (2)
R+ R+

IN

IN

< /R+</R+ps(x— §)(W(€) - ¥(x))d ) dfn(y)] (=)
< /R+</R+ps(fﬁ— )z —¢ Idy>
< elmWIRT) < el[n@)]| i) < lnlse, -

2. Equality (4.3) Holds in the Regular Case. Note that
gua(tﬂv) = —c(x)u(t,x) +/ n°(y,2)us(ty)dy  (t,z) €[0,7] x RF
ot R+ (4.9)
uf(0,z) = wus(x) z € RT

is a Cauchy problem for an ODE in L!(R*;R) with a globally Lipschitz right hand side.
Therefore, the existence and uniqueness of a classical solution u® is immediate, see [5]. Inte-
grating (4.9) we obtain that for any ¢ € [0, 7] and for any ¢ € (C' N W12°)([0,7] x RT;R),

/ /R+ < (T, 2) = e(x )w(mc)Jr/]R+ so(ﬂy)ns(w,y)dy> uf (1, ) dz dr

—/ o(t,z) u(t, z) dz —/ (0, z) uj(x)dx . (4.10)
R+ R+
Choosing as ¢ a solution of the dual problem (4.1) with 7" = ¢, we obtain
[ v i @)= [ pl0.0) dus (@), (1)
R+ R+

which is the smooth version of (4.3).

3. Convergence of the Regularizations. Let u®™, respectively u®", solve problem (4.9)
with € replaced by &,,, respectively &,,. Moreover, let v be the solution to

R+

%v(t,x) = —c(x)v(t,x) +/ e (y, 2)v(t,y)dy  (t,x) € [0,T] x RT
v(0,z) = ui(x) reRY

13



By estimate (4.7) for dual problem and push-forward formula (4.11),

d (uEn (t, ), v(t, )) < Slﬁg d (77(11)7 778(11)) e<2||c||L°°+”775n ||ch+”’7£m ||ch>Tu2" (R"’) T
ye

while by estimates (4.4)—(4.5) for a dual problem and push-forward formula (4.11)

4 (1, ), 0(t,)) < exp (3(lellwae + 177" Ipor) T) dlesgr, ug).
Therefore, by (4.8), d (u(t,-),u™(t,-)) 2% 0 uniformly with respect to time. By the
completeness of M™*(R™), the sequence u® ( ,-) - L' converge uniformly with respect to time
to a unique limit p;.

4. The Limit is Narrowly Lipschitz in Time. Using (4.6) and (4.8), we obtain the
following uniform Lipschitz estimate for all 0 < 7 <t

A (u(t), (7)) < (lell +lnllpc, ) exp ((Hc|rLoo+un|chx) ) us(RY)(E— 7).

Hence, p; is also narrowly Lipschitz in time.

5. The Limit Solves (2.10). We proved, that u®(¢,-) converges narrowly and uniformly
with respect to time to the unique limit u;. Notice, that 0,¢(7, ) and c(x)p(T, ) are bounded
continuous functions, while [, @(7,y)n°(-,y) dy converges uniformly to [z, o(7,y)n(-,y) dy.
Thus, passage to the limit in the integral (4.10) completes the proof of 7).

6. ii) Holds. Assume that p € Lip ([0, T]; MT(R™)) is a solution to (2.10) in the sense of
Definition 2.2. Fix a ¢ € (C' N WL>)([0,T] x RT;R), then we prove that (4.2) holds for
t € [t1,t2]. Define ¢°(t,z) = ke(t) ©(t, ), where

ke € CF (12l 0,1), kelt) =1, lim () = x, , (7)

[t1,t2

and
lim KL = 0(t =t3) — 8(t = t1) in MT([0,T]).
E—r

Use ¢° as a test function in the definition of weak solution. Using the Lipschitz continuity of
t — p(t) and the Lebesque Dominated Convergence Theorem we conclude

CTa
et dinte @)= [ ottra) dlute) @) =t [ Snt0) [ oty alu(o] @ ar

e—0 0

T
i [ [ [atso<t7x> ~c@)eta) + [ o) dln(o)] <y>} d[u()] ()

e—0

/b/ [&W t,x) — c(@)e(t, x) + /R+ o(t,y) d[n(x)] (y)} dp(t)] (z) dt .

7. 411) Holds. Equality (4.3) follows setting t; = 0, t2 = t and (s, z) = @14 (s+(T—t2), ).
8. iv) Holds. We proved that there exists a unique solution to (2.10) which also fulfills (4.3).
This equation characterizes p uniquely, hence each p given by (4.3) is a solution to (2.10).

9. v) Holds. It immediately follows from the analogous property of the dual equation stated
in Lemma 4.2 and push-forward formula (4.3). O
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Proof of Lemma 2.4. Claims i) and v) follow from 4ii) in Lemma 4.1, since the dual
problem to (2.10) is autonomous. Claim 4ii) is a consequence of i) in Lemma 4.1.

To prove ii), choose ¢ € CHRT;R) with [[¢|yy1e < 1 and pq,pu2 € MT(RT). By

the push-forward formula in 4ii) of Lemma 4.1 and by the estimates (4.4)—(4.5) for the dual
problem, we have

DS = 5p2)(@) = [ oro =) Al — po)(a)

o(z) € Cl(R+;R)
< sup {/IR+90 — p2)(z) P —— e3(”c”W1»°°+||77||BCL)t}
1R+
<s p{ R+¢ — p2)(): m”)welfg(Rl R)} 3l HInlsor )t

= oxp (3 (lellwae + Mllper) £) A, o)

Hence, i) holds.

Finally, to prove iv), let ¢y, co satisfy (2.8), n1,n2 satisfy (2.9) and call S1.82 the corre-
sponding semigroups. Then, using (4.7) and Lemma 4.1

/R+ o(z)d( S — §2p) = /R+ (solT,w(T—ta ) — g (T — 1, ,)) dp ()

oo t+leallpoo+ + t
g(wy_ﬁhw+mh_mhmJeWﬂL lealloe-tlmllpo Himllao )t gt ¢

completing the proof. O

4.2 The Transport Equation (2.11)

Proof of Lemma 2.5. Claims i) and v) are classical results, see for instance [2, Section 8.1].
Integrating along characteristics, we can explicitly write

0-X(T; ):b(X(T;t,.’E))

Ritit ) = (4.12)

Sy = X(t;0,)#pu  where {

Hence (Sip)(A) = p (X(0;t, A)) for any measurable subset A of RT. By the standard theory
of ODEs, we have X (to;t,X(t; to,x)) = z. Using the definition (2.1) of the distance, we
prove i) as follows:

d(Sipa, Stps) = sup {/ d(Sip1 — Sipz)(x): ¢ € CHRT;R) and lellwiee < 1}
_ N . ¢ € CYR"R)
= SUP{/ 0 t,x )d(,ul HZ)(:U)- HSOHWLOO <1 }
¢ € CLRH;R)
< swpd [ 0@ - p)e): ol <1
o Haﬂ/JHLw S H83;X(0;t,')“Loo
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IN

max{l, HaxX(07t7 )HLOO} d(MIMU'Q)
exp (/1020 t) d(p1, p2)

IA

where we used [20, § 6.1.2]. Concerning i), i.e. the Lipschitz continuity with respect to time,
) = swp{ [ oS- n)@): € CHRSE) and ellwn <1}

o)) — o(x 2. P € CY(R*;R)
sup {/]R+ ¥ (X(Oa t, )) o( )‘ dp (): HQPHWIW <1 }
1Bl e (R 2

Finally, to prove iv), let by, by satisfy (2.8) and call S',S? the corresponding semigroups.
Then, with obvious notation,

o ; . e CYR*:R
A8t St = supd [ e (S-S 50
- Il <

1 .
= sw { | e@atsing - [ s@asie: 59 }

lellwee <1
< sup {/R+ 7 (Xl(O;t,x)) —p (X2(0;t,x)) ‘ dp (z):

< [Ib1 = ballgee w(RY)

IN

IN

¢ € CY(R*;R)

lellwre <1

completing the proof. ]
To prove Proposition 2.6, we need results on the dual formulation of (2.11), namely

hp+bx)dp = 0 €[0,T] xRT

o(T) = ¢ cR* (4.13)

with ¢ € (Ct N WL>®)(RT;R) and b as in (2.8). We say that a map @7, € C1([0,T] x RT)
solves (2.11) if (4.13) is satisfied in the classical strong sense.
For completeness, we state the following results, whose proofs are found where referred.

Lemma 4.3. [16, Lemma 3.6] Fiz u, € MT(R"). A map p: [0,T] = MT(RT) solves (2.11)
with initial datum p, in the sense of Definition 2.2 if and only if for any ¢ € (C' N
Wl’oo)(R+;R)

() dlp(t)] (z) = / or(T — 1,2) dpo (), (4.14)
R+ R+

where 7. € CH([0,T] x RT;R) is the solution of the dual problem (4.13) for any T > 0.
Moreover, if u, is nonnegative, then so is p.

Lemma 4.4. [2, Lemma 8.1.2] Fiz t1,t3 € [0,T) with t; < t5. If p € Lip ([0,T]; MT(RT))
solves (2.11), then for any ¢ € (C1NWL2)([t;, t5] x RT;R) we have

// (Do (t, ) + Dasp(t, ) b(a)) ()] () dlt

= [ ettan) ] @) = [ pltna)aluten)] @). (4.15)
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Lemma 4.5. [16, Lemma 3.5] For any T > 0 and ¢ € (C1 N WL)(R*;R), there exists a
unique solution o1, € CH([0,T] x RT;R) of (4.13). Moreover, for 7 € [0,T] and x € RT,

lors(m e < Illre
182076 (T, Mlgoe < [ ||00 €10bluse (=)
[oreraCo e < (9l Ioleoe

4.3 The Operator Splitting Algorithm

Proof of Proposition 2.6. Let 1 € (C!' N WL®)(RT;R) with [|¢|w1.
MT(RT). Then,

[ @SS~ $i8u) = [ prolT ~ta) A~ [ prolT - ta) (S
Rt Rt R+

< 1land p €

T (g (Tt (T — b, ) dpu — /R+ T (prp(T—t,)) (T —t,2) dp
= [ (#r0 (0= £.X(T = 67.2)) = brcxiz—smop(T — t.0)) dn

< sup |pry (T —t, X(T — T, 2)) — drypxr—tr)(T —t, 3«")‘ n(RT)

TERT

Set v1 = Pry and w2 = Ppy(x(T—t;1,)) and consider the term in the modulus. Use the
estimates for the dual problem in Lemma 4.2 and (4.12) to obtain

Sol(T - th(T - t,T,IIZ‘)) - SOZ(T - t,ﬂl‘)
T

=yp(X(T-tT,2)) - / «(X(T —;T,2))e1(s, X(T —t; T, x))

T—t

/ o1(5,9) d[n(X (T — T, 2)))(y) ds — (X (T — t; T, z))

¢2sxds/Tt/R+<pzsy >]<y>dsi/Tth<w>gol<s,x>ds

R+
c(x
7c(X(T T, 2))p1(s,x) dsj:/ t/RJrnplsy (2)](y) ds

.
.
T
“Jr
= /T:it c(x) (@2(3,36) — ¢1(s, x)) ds +/ v1(s, ) (c(x) —c (X(T t; T, x))) ds
. T

Tt
/ c(X(T —T,z)) (gpﬂs,m)—cpl (s,X(T—t;T,m))) ds
T—t
T
[ ] (et = s, dlnta)l) ds
T
[ ] el (X = 6T.0) = () ds

T T
< IICIILoo/ sup |1(s, ) — a(s,x)| ds + ||696C”L00Hb|L°°t/T sup |1 (s, )| ds
T —t x

T
el D]t / sup|Bup1 (s, )| ds
T—t x
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T T
. /T sup |1 (s, 2) — a(s, )| ds + Lip(n) [bl| gt /T sup o1 (s, )| ds
—t =z T

=h+DL+1I3+14+1I5.

Using estimate (4.4) for the dual problem, we conclude that

I < ‘VﬂquwwLwHMh,tQ elllellLeo+linllse, )t

I < ||0scllpe [bllgat® [l ol tllne?
I, < ‘WHchkuLmHMh,t2 elllellLoe Hlinllse, )t
I < Lip( )HbHLwt2H¢HL elllellLeo+inllse, )t

Directly from estimate (4.5) follows, that Iy < [|c[|poc bl et [1th]lyyr.o €2 Ullwroe tllmon)
Hence,

() d( SuSop — i) <

R+
< 38 [l 1Dlle €0 [3 (lellwa + Inler) €] (lelwas + Inlpew)

Taking the supremum over all functions ¥ we conclude the proof. ([l

Proof of Theorem 2.7. Points i), ii), 7i) and vi) are consequences of the results obtained
in [10, Corollary 3.3 and Lemma 3.4], see also [9, Proposition 3.2], combined with the estimates
provided by Lemma 2.4 and Lemma 2.5.

Passing to iv), we use [4, Theorem 2.9], to estimate the distance between S}pu and SZpu:

t

1

(St $2) < Lip(s}) [ limint (5151, S3SH) ar (@16
0 —

Let v = S!u. Using Lemma 2.4 and Lemma 2.5 compute
d(Stv,S?v) < d(S}v, SESiv) + d(SLSty, S252v) + d(S52S52v, Siv)
< d(S}Siv, S1S3v) + d(S}S2v, $2521) + o(h)
< exp([|0:b1 |, h) d(Spv, Shv) + (|1 = bl (S7v) (RT) h + o h)
< (lex = eallg+llm — mellnc,) o(10:0 ot [[eren) oo Hlomm | )2 gty
by — bl 2o timlne )by gy 4oy

therefore, by the lim inf formula (4.16),

t
St 52) < Lip(SY) (Ibn = ball + s =l + I~ malnc,) [ (Sh) () ar

An estimate of Lip(S}) is provided by i), while the latter term above is bounded using
i11) and definition (2.1) of the metric:

/(Slu) RT)dr < / ( L)RY) — (R d7r 4+t p(RT)
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t
< [ |1l + (el + Il ) o 17 oes) ] ety rar
+t p(RT)

which proves point iv) in Theorem 2.7.

To complete the proof, we show that ¢t — Syu solves the linear autonomous problem (2.7)
in the sense of Definition 2.2. Fix n € N and define ¢ = T'/n. First, as in [9, Section 5.3],
consider the following continuous operator splitting:

Pt = ;S?Qt_gig (5'5515)1;{ o for te [ie, (i +1/2)¢]
S2t—2(i+1)a Se (SeSe)'p for te [(7’ +1/2)e, (i + 1)5[

where i = 0,...,n — 1. This formula is, in our case, equivalent to that given by [10, Corol-
lary 3.3]. Define pf(t) = F¢(t)u, for a p, € MT(RT). For any p € CX([0,T] x RT;R),

/ (T, ) Al (T)] () — / 0(0,) dpio (z) =
R+ R+
T
_ / / [atso<t,x>+b<x>axsa<t,x>—c<x>@<t,x> +/ () din(@)] ()] Al (1)] () dt
0 JRH R+
+ R(e

) (4.17)

where

n=1 .(i4+1/2)e
R(s) = Z/ [/W (Oro(t + /2, 2) — 2e(@)lt + £/2,2)) d[if (¢ + 2/2)] ()

i=0 "¢

+ /]R+ ( /]R+ p(t+e/2,y)d2n(2)] (y)) d[uf(t +¢/2)] (x)
_/R+ <at§0(t, x) — 2c(z)p(t, x) + /R+ o(t,y) d[2n(z)] (y)> Al (1)) (x)} dt

n—1 (i+1)e
+ Z/ . [/]R+ (Orp(t — /2, ) 4 2b(x)Dpp(t — €/2,2)) d[p (t — £/2)] (2)

i—o ¥ (i+1/2)

- [ @rett0) + 20@)0p(t.0) A 0)] () a

n=l e(i+1/2)e
- ; / { /R | (Oeplt +2/2,2) = dup(t, ) Al (¢ +¢/2)] () (4.18)
- /R 2¢(2) (it +¢/2,2) — o(t, 7)) At + £/2)] (x) (4.19)
w [ [ et/ — et o) ) bt + /) @) (420)
+ /R . ((%so(t, x) — 2¢(x)p(t, ) + /R . o(t,y) d[2n(z)] (y)) (4.21)

At + 2/2) — (0] <x>} dt

nl e(itl)e
+> / { /]R+ (Oep(t —e/2,2) — Orp(t, x)) A (t — £/2)] () (4.22)

=0 ( +1/2)E
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+ /R 20(z) (Dup(t —/2,2) — Ouiplt —&/2,2)) (= e/2)] () (4.23)

+ [ (@t + 2@t b (e - e2) - O] @) e (a2)
R+

Notice, that ¢t — p°(t) is uniformly bounded in BC ([0, T], (M*(R"),d)). Due to the regu-
larity of ¢, we have the following uniform convergences:

Op(t+¢/2,x) — Op(t,z) = 0 = (418)— 0

2¢(x) (p(t+¢e/2,z) —p(t,z)) = 0 = (4.19)— 0
(p(t+¢e/2,y) —¢(t,y) = 0 = (4.20)— 0

Op(t —e/2,x) — Op(t,z) = 0 = (422)— 0

2b(z) (Opp(t —/2,2) — Opp(t,z)) = 0 = (4.23) = 0

as ¢ — 0. To show the convergence of (4.21) and (4.24), it is sufficient to note that p®(¢)
is uniformly Lipschitz continuous, i.e. d (u°(t), u*(t — €)) < Ke, where K is a Lipschitz con-
stant independent from ¢, for instance the same as in Theorem 2.7, see [9, Proposition 3.2].
Moreover, according to [10, Corollary 4.4 and Proposition 4.6], u°(t) converges uniformly with
respect to time in d to Syu. Hence, passing to the limit in (4.17) gives

/ (T, 2) d[u(T)] () — / (0, 2) dg, (2)
R

+ R+
T
= [ [ |t s b@ioetn) — ctwrettar + [ pten) date] )] o) .
We need now to show that the above equality holds for all test functions ¢ € (Cl N
W129)([0, T] x RT;R). To this aim, fix ¢ € (C1 N W1*)([0,7] x R*;R), choose a sequence
on € C2([0,T] x RT;RT) such that ¢, — ¢ in W as n — 400 and sup,, ||@n|lwie < C.

loc
An application of a standard limiting procedure completes the proof of v). O

Proof of Theorem 2.8. First, we prove that there exists a process P given by i). Fix
n € N, define ¢!, =iT/2" for i = 0,1,...,2" and approximate b, ¢ and 7 as follows:

2m—1

bu(t, ) = Zb(tf;,a:)x[t“ﬁl[(t)
i=0

2n—1

Cn (t7 .1‘) = Z C(t;, .1‘) X[tz ti+1[(t)
i=0 m
2n—1

nn(t7x) = Z n(t%’$) X[t%,ti1,+1[(t) N

=0

Call S¥" the semigroup constructed in Theorem 2.7 on the interval [tk thtl [ Assume t, < t,

n»'n

to € [tfg,ti{’“ [, te [tﬁwtiﬁl [ and define the map F, : [0,T] x M*(R*) — MT(R") by
S, if i =i,

7,Mm i—1,n e
Fop = 4 (8708 tn)m ifi=io+1 (425

4, i—1 Jn i0,m .
(St—t; o ( =it 1 ST/2”> o St;‘?*l—to) i otherwise
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We now prove that as n — 400, F™ converges to a process P, see also [10, Definition 2.4],
whose trajectories solve (2.7) in the sense of Definition 2.2. Assume first that ¢, = i,7/2"

and t = ¢1'/2" with i > i,. Then, F}, = < ; 10 SJT;LG) p and

J=to

1 1 2L
d(Ff}, p, Ft?tt p)=d (Fi?r/w,tom F;;/2n+l £ ) ( O S;p/gn#» gz 5%72n+1u>
z 1n 1 1n J,n—+1
§d< T/Qn O ST/QnM? T/Q” O ST/2n+1 )
. . 2i—3 . .
i—1,n i—1,n J,n—+1 2i—1,n+1 2i—2,n+1 J,n—+1
+ d ST/2n+1 ST/Z”'H . O ST/2n+1,U’ ST/2n+1 ST/Q"‘H O ST/Qn-H/*’L
=210 J=210

(bnca) (£ 1) n(tn ) /2
< 63(H b t le’“ﬁHn ! HBCL)T ? d (Fg,l)T/Qn,to:“vF2n(—i~_—11)T/2”+17toM>

. (H basea) ()| . +Hnn(t;—1)HBCL)T/2n+1 T2+ <262 gl M) (R

n+1
iS5, T/

t21 1

- <H(bn,0n)(til) - (bn+1ycn+1)(tnl+11)HLoo + ‘ Mty ') = M (B4 )HBCX>

3 (bvcvn) T/Qn 1
<e H HBCt d (FG—l)T/Q”,toM’ FZ?—l)T/2n+l,toM>

5| (bsc, t—to
+e I Cn)HBCt( ) (H(bnacnvnn) - (bn+lvcn+1777n+1)HBCt) T/2n+1 :LL(R+)
3|[(b,cm) /2" r
=e I lsc, d (1 (i—1)T /27 1, M &El)T/27L+1,tou)

5)|(bye

Te )1 HBc H b, Cry ) — (bn-i-la Cn+1, 7]n+1)HBCtT/2n+1 M(R+) .

where the last inequality holds due to the fact, that
21—2 o n+1
( O 5%72—’20-1'u> (R*) < ezH(b’c’n)HBct(t to=T/2 )M(R+)
J=2io
Gronwall’s inequality (see [17, Lemma 4.2]) allows us to obtain the estimate

31t (t=t0)
e P T 1] sltenllpe, tto) by

1
d(F” ,F”“) < 5
ttoMs Lit, 2 3”(670777)”Bct

[ (Bns s ) = (bt 1, et 1) || g, -

There exist a constant C* = C* <T7 (b, c, 17)||Bct>, such that for all ¢ € [t,, T,

3| e ||, (t—to) _
1le o Ll <o —t,)
2 SH(baCan)HBct

hence,

4 (B ) < €010 g, -0

‘(bn,cn,nn) — (bn+1,Cn+1,77n+1)HBCt p(RT)(t—t,).
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Due to the assumptions about Holder regularity of functions b, c,n we conclude that there
exist constants Hy, H., H, such that

sup 160 () = b1 (8) ||y, < Hp27™ (4.26)
Sup [[en(®) = ent1(t)|lwaoe < He2™™
sup [0 () = 11 (D) (gy1,0ye < Ha27™

meaning that

[506) = buss 91, + llen(®) = cnsa (@), + () = s1(0) s, < (Hy+ He+ Hy)2 "

which implies > >, H(bn, CnsMn) — (bnt1, Cnti, 77”+1)HBCt < oo. Hence, for m, k — oo series
Zﬁ:m H(bn, CnyMn) — (bnt 1, Cnt1, M1 HBC converges to 0. Thus, we conclude that for each

p € MT(R™) the sequence F t1, 1 1s a Cauchy sequence, which converge uniformly with respect
to time to a measure v € M*(]R*) By definition we set P(t,t,)u = v. Claim 4) follows then
from the construction of Fy", , since we are dealing with linear problems.

Now assume that t, € ]tf{’_l,tf;[ and t € }tz tirl [, meaning that ¢, and ¢ are not grid

nr’n

points. Then,

1

1

d (thftoﬂa Ft?ttlu) ( O Qn:ua O n;wrl:u) +o <2n> .
J=f%o

What holds due to the fact, that Fy", p is Lipschitz continuous and the length of time intervals

]t;‘;—l,tio[ }t;,tﬁjl { is equal to T'/2".

To prove i), one can easily check, that for ¢t = T /2"

J=to

( O 2nN> (]RJr) < e2||(b,c,17)||BCt (t—to) M(R+)

Therefore,

d ( O S T an b u) <d S;}_/é’n" (Q ST/Qnu> O S]’/Qnu +d < O ST/gnu,u>

J=to J=to J=to

b,c, T/2n T [ 2||(b,c, i—io T/2m
< H<b’c’n)HBCt e”( 77)”130,: /2r 4 <e Il( W)HBC,;(( )-1T/ (R+)) (O anu, )

n
2 J="%0

Hence, iterating the procedure we obtain

2 b,C, t—to
(o mnﬂ?) < (| em) g, 1Mool ) (0 - 1)

J="%0

Passing to i) and w), let b, b, ¢, & n and 7 satisfy assumptions (2.13) and (2.14). Call
) tz+1 .

Shm and S%" corresponding semigroups constructed in Theorem 2.7 on the interval ot
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Define maps F; p and ﬁ’t’}toy as in (4.25). Assume first that ¢, = i,7/2" and t = ¢1/2" with
1 > 1,. Then,

J=to

. - i-1 i-1
d(Ffy i Filyv) = d(ﬂr:br’/Qn,taMa Fi%/gn,tol/) =d (O S%";Bn,u‘ajg 5#7271”)

. i—1,n =2 j.n Si—1,n i=2 Sj.n
=d (ST/Q” ]9 ST/Z"'U’ ST/2” jg ST/2n”

i—1n 22 Gim i—1n 52 &im i—1n 2 &im si—1n 2 zin
<d (ST/Q" jg ST/Z"'U’ ST/2" jg ST/2nV +d ST/Q” jg ST/zn”7 ST/Q” jg ST/znV

“I’Hnn(t?;;l

YT/27 4o Hs Fg—l)T/Qn,tOV)

o 1 (5 5,

A(llenenci]

wl,o0

IA

)HBCL>T/2n d(F(T;—l

T/2n

J=to

|

' (H(bna )t h) — (En’én)(tzlil)HLoo

T/2n n n
ACEG_1yrjan 1k Fi_1yr /20 1,V

(b,e,m) = (b,& /)| T/2" v(R)
| -

i) = e 5., )

< el

|

(b757cvavn7ﬁ)H (t_to)
+e BCy

Therefore, using Gronwall’s inequality (see [17, Lemma 4.2]) we obtain

d(Ep, B, v) < 10D e (1) g0, )
3
e

(b’c’t)”Bc (t—to) _ 5/|(b,b,c,é,n,7 - 7
. t 1| Seseani,, o " y@®) (b c.m) - (.67

3/ (b, e, t BCt

lse,

Using the arguments as in proof of i), we conlude that there exists a constant C*, such that

d(F, 1, l:ftou) < e3”(b’c’")”BCt (t=to) d(p,v)

5” (b,B,c,e,n,ﬁ)H (t
(]

—to ~
Ot —t) sl (@) (b.cm) — B2)

BC;

For t, and ¢, which are not grid points, we prove this inequality using again the same argu-
ments as in proof of i). Therefore, passage to the limit with n ends the proof.

Passing to v), let ¢ € (C1 N WL)([0,7] x RT;R) and n € N. From Theorem 2.7 we
know that for each i = 0,1,---,2" ! orbits of the semigroup S" are weak solutions of the
linear non-autonomous problem (2.15) on [ti~1 ¢! [. Therefore,

| oayar @~ [ c0.0d,

R+

T
- / / [aw,x)+bn<t,x>axsa<t,x>—cn<x>w<t,w>+ / o(t,y) d[ma(t,2)] () | du(2)
0 R+

R+
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/OT/R+ [&%P(t, z) + b(t, 2)0pp(t, x) — c(x)p(t, x) +/

[ ettt o) a0 a

where

/ /R ) £) — b(t,2)) Dot 2) + (elt. ) — ealt,2)) o(t,2)) dy” (1) i +

/ / / o(t,y) [ (. 2) — n(t, 1)) () dp™ (1) dt
0 R+ JR+

From the previous analysis in this proof we know, that p" () converges narrowly and uniformly
with respect to time to the unique limit p;. Due to the assumptions (4.26) about Holder
regularity of functions b,c,n, we use the analogous arguments as in proof of claim ¢) in
Lemma 4.1 and pass to the limit in the integral, what ends the proof. O

Proof of Theorem 2.9. Let b, ¢, n be functions given by (2.3)-(2.4) and p, € MT(RT) be
an initial measure in (1.1). Let us introduce a complete metric space BC(I; Br(p,)) where
I = [0,¢] with ¢ to be chosen later on and Bg(i,) = {v € MT(R") : d(po,v) < R}. The
space BC(I; Br(f10)) is equipped with the norm given by ||ullge = SUPye(o,7) H/‘(t)}|(w1,oo)*'
This space is complete since Bg(11,) is a closed subset of the complete metric space M (RT).
We define the operator 7 on BC(I; Br(u,)) as follows

T: BC(I§ BR(,U/O)) — BC(L BR(/’LO))
T (1) = V(p,em()

Where vy, . )(,) 18 the solution to (2.15) with coefficients b(-, i1), c(-, 1), (-, ) and initial data
Lo From assumptions on coefficients and the definition of norm |[|-||gge.1 (2.5) we observe

My = supiciorjvem+ @) |0 V) | wie <
M., = SUPte[0,T],veM+(RT) HC t,v) leoo < >
My, = supicpo,r)vem+®+) H77 (t,v HBCL < X

For further simplicity we introduce a constant M = M; + M. + M,,. First, we need to prove,
that the operator T is well defined, meaning that its image must be a bounded continuous
function taking values in Br(u,). Continuity of V(be)(u) follows from i) in Theorem 2.8.
Moreover, for each ¢ € [0, ] we have

AT ()0, 10) < ||y em) |, " Mot (RY) ¢t < M Ve (R e < R

We need to assume, that ¢ < 1. Then, M e*M to(RT) e < R, or equivalently
-1
e < R [M o2M MO(R+)} _— (4.27)

Now, we prove that 7 is a contraction for £ small enough. To this end, we show, that 7T is
Lipschitz operator with Lipschitz constant smaller than 1. Here, we use iv) in Theorem 2.8

17 (1) = Tw) llBc = sup_||T(11)(#) = T (12) ()| wyr.0eye = sup_d (T (1) (1), T (p2)(1))

te(0,e] t€(0,e]
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= supd (Vo) (1): Ycomun) (1)
te[0,e]

5(H(b,c,n)(u1)”sct+’

e, )

IN

sup C* ¢ by eam) ) = (B, eom) (p2) | g, (R

te[0,e]

Slem®lgee 4 10(My+-MetMy)e ), R+
e ‘ Ho

sup
te[0,e] 3H(bv ) W)(MI)HBQ

- (Lip(b) + Lip(c) + Lip(n)) - d(pu1(t), p2(t))
[efiMe -1

i e'®Me o (RT) - (Lip(b) + Lip(c) + Lip(n)) llu1 — p2llpe

where Lip(b) = sup,cpo, ) Lip(b(t, )) < oo, what holds due to assumptions on b (similarly for
c and n). Lipschitz constant of 7 is smaller then 1, if the following inequality holds

[e?)Ms -1

Lip(T) = i

] e'%Me 1y, (RT) (Lip(b) + Lip(c) + Lip(n)) < 1
We need to assume, that ¢ < 1. Hence,
-1
MM < o1 1y (R™) (Lip(b) + Lip(c) + Lip(n) /M|~ +1

o< ([ ) (Lip(h) + Lip(e) + Liptn) /M) +1) /301 =i o

We have just proved, that 7 is a contraction on a complete metric space BC(I, Br(u,o)),
where ¢ = min {1, (;,{2} > 0. From the Banach fixed point theorem it follows, that there
exists unique p*, such that 7 (u*) = p*. Hence, an existence of the unique solution to (1.1) on
the time interval [0,¢] is proved. This solution can be extended on the whole [0, 7] interval,
because (; and (3 do not depend on time. Moreover, from 4ii) in Theorem 2.8, we conclude,
that solution to (1.1) is Lipschitz continuous with respect to time.

Estimates in claims ¢) and i) are consequences of estimates for the linear nonautonomous
case (see Theorem 2.8). O
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